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1. Introduction

Let’s consider the problems of driving automobiles as an example of manual
tracking behaviors. We can see ahead clearly in driving an automobile. This means
that we can utilize the input (the roadway) in the future for the purpose of control
at the present instant. If we cannot see ahead and know only the present position
of the car, the satisfactory steering of the car will never be expected. In this case,
we have to predict the future value from the present and past values of the input.
Similar situation can be seen in the walk of man. We have to grope our way in
the dark. But how about a familiar road? If we have remembered the input in the
future from experience, it is possible to walk or drive smoothly to some extent
without seeing ahead.

Thus, man obtains the information about the future value by predicting, or
seeing the input function and utilizes skillfully it for the purpose of control at the
present instant. This definitely depends on types of manual tracking systems. In
this paper, therefore, manual tracking systems are grouped into three classes, i.e.,
predictive, precognitive and preview control systems;

(1) Predictive control: 1In a control system where no information is available to
the operator except the present value of the input, the future value of the input
must be predicted by the operator on the basis of the present and past input.
This sort of control system is encountered when the operator is unable to grasp
the features of the input because of inadequate training or because of random

- -fluctuation of the input.

(2) Precognitive control'V: If the input varies more or less regularly (consider,
for example, a case where it varies nearly sinusoidally), the well-trained operator
is able to store the future input in his memory as a result of repeated observa-
tion of the same input.

(3) Preview control®: in some cases, the operator is able to determine the future
value of the input very definitely. Such a case occurs, for example, when a
driver can see ahead clearly.

The purpose of this paper is to clarify the fundamental structures of the three
classes of tracking control systems above from an angle of the control theory and
then analyze experimentally the input tracking functions of the human operator.
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We will here comment upon the fundamental principles and methods in develop-
ing mathematical and experimental analyses:

(1) 'In terms of idealizations, the simplest manual control system is considered
as shown in the block diaglams of Fig. 1. 1. To control engineers, this configuration
is a single input/ single output feedback system (apart from the feedbacks internal
to the operator). Such a system is, itself, representative of many cases of practical
interest and is, as well, a basic component of more complex multiloop system. For
the system in Fig. 1. 1, there are four task variables which may have major effects
on the operator’s dynamics(®;

HUMAN OPERATOR

INPUT ; : MAN]- CONTROLLED|OUTPUT
——-(DISPLA?——‘ EYE BRAIN gHAND* PULATOR™ ELEMENT =

Fig. 1. 1. Simplified manual control system.

(i) the input function characteristics — random appearing or periodic,

continuous or discontinuous signal etc.,

(ii) the controlled element dynamics linear or nonlinear, stable or
unstable, low order or high order controlled system etc.,

(iii) the display —— showing only the error (compensatory type), showing the
input and output (pursuit type) or showing the future input and the present
output (preview type) etc,

(iv) the manipulator —— handle, stick etc..

Many other factors are implicitly involved. These include operator-centered
variables such as training, fatigue, attention and motivation, and external environ-
mental characteristics such as ambient illemination, humidity and temparature. In
experiments performed to expliore the effects of changes in the task variables upon
the operator’s dynamics, the operator-centered factors and the environmental
characteristics are held constant.

(2) In this paper, the human operator is regarded as a black-box. On the basis
of the facts which have been obtained in the field of physiology, it may be possible
to divide the functions internal to the operator into the several blocks, i. e, the
visual system, the cerebrum, the neuromuscular system etc.(4> But at the present
stage it is yet impossible to represent the overall operator’s response by means of
synthesizing the characteristics of each block. Therefore, we don’t refer to the
physiological internal structure. We analyze the characteristics of the human
operator from an angle of the contorl theory.

Modern research on the manual control of dynamic systems had .it's origins in
the work of Tustin® during the 1940’s. Since then, most of the research in this
field has been devoted to understanding the characteristics of the human as a
controller of single variable, single display linear time-invariant systems such as one
illustrated by the block diaglam of Fig. 1. 1.66>~(5  With sufficient training in
performing such a task, the human operator develops a relatively stable control
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strategy and then is represented by the quasi-linear model, that is, as a describing
function plus a remnant. The remnant is the portion of his output that cannot be
related linearly to the input.(18?

The linear portion of the model consists of a transfer, or describing function
and a set of rules for choosing its parameters. The complexity of the transfer
function depends on the precision with which one attempts to reproduce the operator’s
characteristics. However, a fairly large body of data cad be acounted for by
representative transfer function models in Tablel. 1. Each terms in Eq. (1-2) are
as follows :

Table 1. 1. Typical transfer function models

Tustin(® . _KA+TSs) s a1
. S
K(1+Tzs) -
(€] a—T5S -2
McRuer & Krendel AT A+ Tas) (1-2)
. 1
7 N - .
Iguchi I{(TL3+1 by >e T3 (1-3)
14}[ 5 the neuromuscular dynamics is approximated linearly by an adjustable
T N

first-order lag. Tu is of the order Tx=0.1-0.6 sec with Ty=
0.1 being typical.

¢=75 ; the human’s pure time delay due to sensor excitation, nerve con-
duction, computation lags and other data processing activities in
the central nervous system, where =0.1-0.25 sec.

—K%—S—L; the human’s equlization characteristics which are adjustable accord-
ing to the task requirements and are chosen such that the closed-
loop characteristics will approximate those of a good feedback
system.

The dependence of the human operator’s characteristics on controlled element dyna-

mics is fairly well explained by the crossover model proposed by D.T. McRuer et

@l.41%  In Fig. 1. 2, let Gp(s) be the transfer function of the operator and G.(s)

be that for the contorlled element. Under the conditions that the input is random

appearing signal, this model predicts that the operator adjusts parameters of Gr(s)

RANDOM |
' [ HUMAN CONTROLLED] !

NP © | OPERATOR ELEMENT | OUTRYT
Tl Guls) Gels) ;
b e e e 3

_ wc, e—'&S
6,(5)-6,(5)="5

Fig. 1. 2. Crossover model.
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depending on the controlled element dynamics and the input cut-off frequency such
that

Go($)+Go(s) =-222 (1—4)

in the vicinity of angular frequency @, for which Ggp(s)-G.(s)=1, where @,=3~5
rad/sec, and 7,=0.15 ~ 0.35 sec. It has been reported that as the order of con-
trolled element is increased, the operator tends to make . smaller and . larger.

The methods other than the transfer function models are based on the optimal
control approach¢!7~(20 on the assumption that the human operator behaves “opt-
imally” in some sense, and the sampled-data approach in which the human operator
is regarded as a sampled-data system.(21

The quasi-linear models above are most useful for analyzmg closed-loop com-
pensatory tracking or state regulation tasks in which the human attempts to minimize
some displayed system error, and form the foundation of analyzing more complex
manual control systems. The compensatory tracking tasks are equivalent to pre-
dictive contool behavior in this paper since the inputs used are random-appearing
signal. Therefore, the quasi-linear models are applicable to the predictive control
system, but are not applicable to the others, i. e., precognitive and preview control
systems.

Now, the “precognitive” control was named by Krendel and McRuer.?> They
hypothesized a model for skill development based on “successive organization of
perception” (SOP) in which it is assumed that the operator passes through all three
topological phases in learning any tracking task. First, regardless of the display
modality, the operator begins by concentrating on the error. As he recognizes
certain characteristics of his response and becomes aware of the predictability of
the input, he uses this information to behave as though he were in a pursuit tracking
situation. Note that any input signal other than white noise will have some pre-
dictability even if it is not a periodic signal. Finally, when periodic or otherwise
predictable inputs are recognized and learned, the subject begins to respond with
well-practiced movements and is effectively tracking precognitively. Pew et al.(2%
examined experimentally the ability of a human to synchronize with single sine wave
as an example of precognitive tracking.

No models useful for analyzing precognitive tracking are yet developed, however.
In this paper, therefore, we propose the mathematical model to describe precognitive
tracking tasks.

There is another type of tracking condition which is quite common, but which
has received little attention. This is the case where the operator can see the
future input as well as the present one. 7. B. Sheridon(® has termed it “preview
control” and also classified it into two categories; forced-paced and self-paced.
The latter applies to the case where the operator is able to contorl his speed when
traversing a corse, while the former applies to the case where the operator has no
control over speed. The three models have been proposed by Sheridon.(2),(24
(1) Extended convolution; this model is an extension of simple linear convolution

where the impulse response function extends into the future as well as into the

past.
(2) Fast time dynamic analog; this presumes that the operator has an internal

dynamic analog of himself and the controlled element, and is able to try a
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control strategy and see how it works before beginning the real time strategy.
(3) Iterative determination of optimal trajectory over the preview span; this

also incorporates a fast time dynamic analog like the second, but in addition,

this has the ability to plan optimal trajectory over the preview time.
But he has not examined whether these models are applicable to the human operator
in preview control systems. Poulton(?3> did some experiments which pointed out
the improvement in tracking accuracy when the subject had preview and/or postview.
Hayase et al. 2% and Tomizuka‘?®) have theoretically proposed an optimal servo-
system which utilizes the future value of the input. They are an extension of the
conventional optimal tracking system.

As we have seen, no comparison has been made between these models and the
experimental results in the preview manual control system. Therefore, we perform
some experiments under various situations in forced-paced and self-paced preview
control systems. By comparing the experimental results with our new preview
models, we discuss how the operator processes the information abont the future
input.

2. Structures of Predictive, Precognitive and
Preview Control Systems(®?

2. 1. Introduction

Three fundamental tracking manual control systems, i. e., predictive, precognitive
and preview control systems, are considered theoretically.

In section 2. 2, we define predictive and precognitive control systems on the
basis of linear servo theory and, in section 2. 3, we define the preview control
system on the basis of the optimal tracking theory. The relation between predictive
and precognitive control systems is discussed in section 2. 4, and the relations
between preview, predictive and precognitive control systems are discussed in section
2. 5.

2. 2. Linear servotheory and Predictive and Precognitive Control Systems

A control system is usually called a servosystem if the output signal is controlled
so as to follow an reference input signal. In classical control theories, it has often
been assumed that the reference signal does not vary randomly but varies stepwise
or linearly with time.(28> Even in modern control theory based on the state space
approach(29,(330 the reference input is assumed to be generated by a command
generator, the response function of which is defined by

=Gz (2—1a)
r=hz (2—1b)

C.G.

where G is (mxm)-constant matrix, 4 is (mx1)-constant vector and (#'G) is
observable. If, for instance,
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0 0 0 o . 0 0

1000 - 0 0
G=|0 1 0 - - 0|, h=|: |, (2—2)

0

0 ... .. 1 0 0 1

i

and if the initial state of the command generator is given by

2'(0) =[2z10, 220, ", Zmo, (2—3)

then the generated reference input »(t) is expressed in terms of (m—1)th-order
polynomial such that

7(8) =Zno+Zim_1yol + - ~:——(772~%27!—220t’"‘2 J«”ﬁzwzm_l, (2—4)
On the other hand, if
0w, : )
RS SUUUUUPR
v 0w, o
G S —awy, 0 2
0 0w,
: 0 (2—5)
\ 'er J
1
0
1
h=| 0 |,
1
0

then the generated reference input is expressed in terms of a finite Fourier series
such that

r(t) = Z A;cos(w;t+¢,), (2—6)

where A; and ¢; are constants dependent upon intitial state z(0).

As illustrated above, a considerably broad class of reference inputs can be
generated by the command generator defined in Eq. (2-1).

When the reference input is restricted to the response function generated by
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the command generator, the linear servoproblem in question is reduced to a regulator
problem. Let’s consider the controlled plant P defined by

{ x=Ax-+bu (2—7a)
P.

y=c'%, (2—-7b)
where A is (nxn)-constant matrix,  and ¢ are (nx1)-constant vectors, (4, b) is

controllable and (¢/, A) is observable. If P is preceded by a dynamic compensator
defined by

t=Bx+dv (2—-8a)
D.C.{
U=1u,, (2—-8h)
where
010 -0
Zl 00 1 0 0
u= | |, B=| e e e | b= 0 . (2-8¢)
’ 0 vor eer e 1
Uy 1
Qy Uy »ee oo a,
4 COMMAND
GENERATOR
AP
DYNAMIC u
—==  PLANT
COMPENSATOR
u X
ke——

Fig. 2. 1. Servosystem with dynamic models.

then we call the combined system of plant (P) and dynamic compensator (D. C.) the
augmented plant (abbreviated A. P.). It sbould be noticed here that A. P. is con-
trollable if P is controllable. If A. P. is controllable and observable and if all the
eigenvalues of command generator (G. C.) are involved in those of A. F., then the
linear servoproblem can be reduced to a regulator problem.t29,(39  The steady-state
error (e=r—y) for t — oo of this augumented plant (A. P.) vanishes independently
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of initial states x(0), #(0) and z(0) when states %, # and z are fed back as shown
in Fig. 2. 1. Since it is impossible generally to measure z and x directly, it is
necessary that they are estimated by means of some observer or via a suitable
dynamic compensator.(31,(332) The servosystem thus constructed is shown in Fig. 2. 2.

COMMAND
GENERATOR
S AP
r e — .
+y e [ STATE 1 [ owamic |u Ly
- [—‘OBSERVER LT T compensator [T PHANT e
i 1

Fig. 2. 2. Servosystem with dynamic compensator and state observer.

Dynamic compensator (D. C.) must be designed so that eigenvalues of matrix
[2120] involve all those of matrix G. Accordingly, it becomes necessary to clarify
the structure of command generator (C. G.) and to identify its parameters G and /
in advance.(®3)  Since matrix B is designed after G and % have been identified, the
control system under consideration is called “a precognitive control system’.
Although the reference signal generated by the command generator depends not only
on G and % but also on initial state z(0), z(0) can be chosen arbitrarily because the
problem can be reduced to a regulator problem.

When reference input »(¢) is expressed in terms of a polynomial [see Eq. (2-47,
a dynamic compensator (D. C.) [see Eq. (2-8)] becomes integrators and state z of
the command generator [see Eq. (2-1)7 becomes z'=[r™-1) .., };, %’, r1.  This
means that servosystem considered contains a differentiator, or if an observer®3D
is used to estimate z from », then it contains a pseudo-differentiator. While the
servosystem following a polynomial input signal is nothing more than a well-known
PID controller,(28) here we designate it “a predictive control system’” because it
contains a differentiator.

2. 3. Optimum Tracking Theory and Preview Control System

In section 2. 2, we have assumed that only the present value of the reference
input is known. In this section, we assume that reference input #(¢) is known for
t1<<t<f, and attempt to determine the optimum control signal u[x(¢), ¢] which
minimizes the performance function as defined by

=5 {Tx () —r @) TM () —7 ()]

+ [0 —r (IO —r () I+ 1)) dtl, (2—9)

where M and @ are assumed not to vanish simultaneously. We also assume that
reference input »(f) is given by
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=0, =, 0, 7], (2—10a)
or
(@) =[r"0@), -, F@O, FE), 71 (2—10D)

and state equation (2-7) is represénted by an observable canonical form©G® as
follows:

0 0 - .o —a, b, 0
10 0 o - —a, b, 0
A=10 1 0 « - —ay |, b= i |, e=1:|. (2-1D)
e e . : 0
0 o e e 1 —a,, b, 1)

The above problem is usually called an optimum tracking problem and its solution
is given in (35), according to which the optimal solution is given by

u(®)=0Tg(t,—1)— K, —1)x(1)_, (2—12)

In Eq. (2-12), g(t,—1) and K({;—1%) are the solutions for the following differential
equations :

K(t,—1)=K(t,~)bVK(t,—1) —K(t,— 1) A
—AK(t,—1)—Q (2—132)
K<tz"t)tt=:=:M, (2—13b)

{ g(t,—)=[K(t,— )bb'~ Alg(1,— 1) —Qr(t),  (2—14a)
g(t,—1)| 1m0, =Mr (2,). (2—14b)

Substituting Eq. (2-12) into Eq. (2-7), we obtain the following equation for a closed-
loop system:

{ 2= A—bVK(t,—1)Tx+bb'g(t,—1), (2—15a)
y=c'zx. (2—15b)

It should be noticed here that g{/;—¢) and K({;—1) are known in advance for
t,<t<t,. In particular, g(f,—1¢) is determined from Eq. (2-14a) using 7({) known
for #,<¢t<t,. Since the optimal tracking system tracks a known reference input, it
is essentially different from a servosystem which pursues an ucknown reference
input. In this sense, the optimal tracking system is a programmed control system.
Consequently, if the reference input deviates from a presumed value, the tracking
system is unable to operate optimally.

Hayase et al.,(2% to improve this fact, proposed a contro! system which has the
following properties.

(1) Reference input 7(¢) for the entire time range f €[f,, t;] is not known a
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priori while it is always possible to measure the reference input »(r) for a certain
future time period r €[¢#, t+¢,] at arbitrary time {.

(2) Set up the optimal tracking system for r e€[f, ¢t+1{,], for which Egs. (2-12)
to (2-14) are rewritten as

w()=bTgt+t,—)—K(@+t,—)x()], (2—16)
K@t+t,—)=K(t+t,—)bb'K(t-+t,—)

S Kt ) A—AK({+t,—1)—Q, (2—17a)

Kt )=t =M, (2—170)

g(t+t,—)=[K({-+t,—)bb'— A lg(t+1,—)—Qr(t) (2—18a)

g +t,—)|r=t4t,=Mr(t-+1). (2—18b)

Solving Egs. (2-17) and (2-18) backward with respect to time, we can determine
the value of K and g for r=t. Accordingly, control signal u(¢) is given by

u(t) =blelt)—K)x@)], (2—19)

where K (t;) is a constant independent of time f. Since »(r) varies with time f, it
is necessary to recalculate the value of g for r €[f, {-+1,] using Eq. (2-18) whenever
t varies.

(3) The tracking system mentioned in the above item can be realized by a
servosystem equipped with a high-speed computer which calculates the value of g(f)
using Eq. (2-18) [see Fig. 2. 37. In (25), the integration in Eq. (2-18) is performed
by summation.

Tttty Fmmmm T
rin ]9t COMPUTER o 1Y
Eq.(2-18) |+ II
Kt

Fig. 2. 3. Servosystem utilizing the future value of input function
(preview control system).

In the above discussion, the value of the reference input for a certain time
period in the future is assumed to be known, and here we call this “a preview
control system”. It may be estimated here that the longer t, is, the better the
control performance becomes. According to (25), however, the control perfor-
mance is not improved greatly even if ¢ is too large. In practice, it is sufficient
for f; to be slightly larger than the peak time of the impulse response of the
closed-loop system in Fig. 2. 3.
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2. 4. Relation between Predictive and Precognitive Control Systems

In this section, we discuss the relation between predictive and precognitive
control systems and show that the two systems have almest the same control per-
formance if the control signal energy is not limited.

Since command generator (C. G.) defined by Ep. (2-1) is observable, G is a
nonderogatory matrix.* Further, expressing Eq. (2-1) in Jordan form, we can express
G and ]2(34),(37)

- 3
R
P
0 2. 0
S 10
: ‘. .1:
G: :0 ‘7?: k2
210
O : .0 .1
L 10 2
B/
Izlq:
Y/
=] | (2—20a)
]ZZ‘]L'
hy,
g
\ /
where
7\1_&;'}\2:‘;......;;][
M=+ + g b (2—20b)

Ryy, Doy, e, Ty, =0

*) If there exists only one independent eigenvector for each different eigenvalue %1,
%o o ks (s<<m) of nxn matrix A, then A is called a nonderogatory matrix (36).
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Consequently, output »(¢) of command generator (C. G.) is expressed as

r(2) =h'exp(Gt)z(0)
= SUA e+ 3 (1) e x cos (Bt +p)), @—21)

where 7+2s=/[ and 2;=a;+jb;. If G and h are given by Ea. (2-2), /=1, q¢:=m,
21=0 and 7Z;;=1. In Eq. (2-21), f;(#) and f;(¢) are (g;—1) th- and (¢;—1) th-
order polynomials, respectively, the coefficients of which are dependent upon /-
hqu and initial state z(0). Approximating ¢*/% and %7 cos(b;t+¢;) in terms of

(m—q;) th- and (m—gq;) th-order polynomials, respectively, we can express »(¢) in
terms of an (m—1)st-order polynomial, the coefficients of which are dependent
upon %, z(0) and 1; (i=1, 2, -+, I). Consequently, #(¢) thus expessed is of the
same form as that in Eq. (2-4). This means that the predictive control designed
for the polynomial reference input is able to respond to an arbitrary reference input
satisfying Eq. (2-1). Further, the performance of this control system is dependent
upon the approximation accuracy of e*/* and e%/* cos (b;t+¢;) as described below.

(i) The larger m is or, equivalently, the higher the approximation accuracy,
the more the predictive control system behaves like the precognitive control system.
However, when m is larger, the controller (dynamic compensator [see Eq. (2-8)]
plus observer) has a complicated structure and becomes expensive.

(ii) If [2; t|, |a; t| and |b; ¢| are small, or, equivalently, if ¢ is small, the
approximation accuracy is high. This means that when the closed-loop system has
a sufficiently high-speed response time, the predictive control system has almost the
same response performance as the precognitive control system although the amplitude
of the control signal necessarily becomes large.(28)

As an illustrative example, the response curve of a predictive control system is
compared with that of a precognitive control system as shown in Fig. 2. 4, where

"PRECOGNITIVE PREDICTIVE
CONTROL SYSTEM CONTROL SYSTEM
"1 2 3 4 5 TR 2 3 6
PR o] AU S A I o0 k== L 1IN
N7 \/ \// \
LL t 4L N >
a n
Lt A
l‘ 'l
2k 12 dy ™N\2 3 4
' I S~
| AN ? LJ/:' soli L \L i L/ 1
\__/'\\\ __ 5 \\/»\\\ —/// 5 6
2 t -2 t
Twp =15,  mee=m-e=wa =60

Fig. 2. 4. Responses of precognitive and predictive control system with
a sine wave input (first-order plant).
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the reference input is assumed to be

7 (1) =cCos wyt (2—22)
and the behavior of the controlled plant is described by

ie—ak-tu
(2—23)
y=2x.

The predictive and the precognitive cotrol systems are constructed through the
procedures described in section 2. 2. Reference input #(¢) given by Eq. (2-22) is
approximated to a first-order polynomial for the predictive control system and
parameters of both the predictive and the precognitive control systems are desig-
nated so that the characteristic polynomial for the closed loop is expressed in terms
of Butterworth one ($2+2w0,$%2+2w0,25+w®,3).

In Fig. 2. 4, w, is set equal to 1.5 and 6 (wy,=1 and «=1). When ,=06w,, even
the predictive control system is able to follow the sinusoidally varying reference
input very satisfactorily while the amplitude of the control signal inevitably becomes
large. By contrast, when w,=1.5w®,, the predictive control system is not able to
respond as quickly as the precognitive control system. The response of the predic-
tive control system can be improved by using a higher-order controller as stated in
item (i) of section 2. 4. To summarize the above discussion, the relation between
predictive and precognitive control systems is affected greatly by: (i) the energy
of the control signal, (ii) the order of the controller, and (iii) the identification
accuracy of the reference input.

2. 5. Relation between Predictive, Precognitive and Preview Control
Systems

In this section we discuss the relation between the three fundamental control
systems, and show that when the preview time is sufficiently large, the preview
control system has the same structure as the predictive or the precognitive control
system.

An automobile operator is unable to drive a car safely unless he can see ahead
clearly. This is true even if he passes the same road every day. Theoretically
speaking, however, it is possible for him to drive safely without looking ahead if he
memorizes all the features of the road very accurately and if he is aware of where
he is. In fact, a well-trained operator is able to follow the reference input varying
in a simple fashion even if he knows only the present value of the reference
input.(12,¢22> By contrast, when the reference input varies in a complicated way,
the operator may not be able to identify it accurately or have the dynamic model
of sufficient accuracy to reproduce it within himself.

On the other hand, a purely mechanical control system which does not contain
manual operators may be afforded a sufficiently accurate response performance.
Therefore if the given reference input belongs to a class defined by Eq. (2-1), it
will be possible to let the predictive or the precognitive control system equipped
with a dynamic compensator have almost the same performance as the preview
control system defined in section 2. 3.

To study the above statement theoretically, let us consider a peredictive or
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precognitive control system for an augmented plant (A. P.) defined by

w=Aw-+du,
{ y—iw (2—24)
where
0
_ A b0 - - :
”’:m’ A:{o B]’ C:[g]’ =1,
1

If the augmented plant defined by Eq. (2-24) is observable and controllable, and if
the eigenvalues of this plant contains all those of Eq. (2-1), then we can reduce the
steady-state error to zero by applying the control signal such that

U, (1) =—f'x—flu—f'z

=—kw—f,z, (2—25)
where K’ is an (n+p) vector equal to [ky, -+, kn:p]. Further, according to Eq.
(2-1)9

z=exp(Gt)z(0), (2—26)

which we substitute into Eq. (2-25) to obtain
1 4P
u, () =— > gi(t)ert — ST kaw, (1), (2—27)
i=1 =1

where 2; is usually a complex-valued eigenvalue and g;(¢) is the (g;—1)th-order
polynomial.

On the other hand, control signal #(¢) for the preview control system is given
by Eq. (2-19) [see Fig. 2. 3.], where K (f;) specifies the transient response of the
closed-loop system in Fig. 2. 3 and can be derived from Eq. (2-17). However, Eq.
(2-17) is independent of reference input #(#) and, consequently, it is not admissible
for K(¢y) to vary with #;, This means that K () is independent of {, and is
constant. In order for K(f;) to be independent of ¢, final value M of Eq. (2-17)
for t=¢+1¢, must be a stable steady-state solution for Eq. (2-17a). Since feedback
gain K (t) is constant, forward gain g(¢,) can be calculated very easily by measuring
only the future value of the reference input. Function g(f;) is determined by
solving a differential equation (2-18) with time-invariant coefficients. That is, for
=1,

g(t,) =exp[ — Wi, JMr(t+,)+ XZ e W (t—)1Qr(d-, (2—28)

where

W=[K ()bb' —A"]. (2—29)

The preview control system described above is shown in Fig. 2. 5.
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W = -W
Fig. 2. 5. Preview control system.
Rewriting W in Jordan standard from, we obtain
exp(Wt) =exp(PJP~1t) = Pexp(JH) P, (2—30a)

where P is a regular matrix.
expressed as

(5
Al 1 O."O o
0 L.,
: BRI N 0
Oevenenagy o+,
c 2y 10+ee0 -
° O " ° : :
: : 2 L] O .
. . *LT1 T
J= t 0eeeeeed 2, o
v 7, 1 0ee.p
0 ..
O 73: : '. .O
.. .1
° 00..-000 )‘S
N
where
> ri=n, A S
i=1
Setting

u, (1) =0b'g(t,),

we obtain the following equation from Eq. (2-28):

Further, since W is a nonderogatory matrix, [ is

(2—30Db)
(2—-31)

uy (1) =0 Pe P Mr(1+1)) +Sj+tfPe]("r)P‘1Q7(:)d . (2—32)
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On the other hand, Egs. (2-20) and (2-21) give

r()= 2 g, (O €, (2-39)

where 2; is a complex-valued eigenvalue and ¢,, is a (g;—1)st-order polynomial.
Substituting Eq. (2-33) into Eq. (2-32) and using Eq. (2-10a), we obtain

i=1J=

u (D=3 S fult, t)ehteCimint —f (Het],  (2—34)

where f;; is the (¢;+7;—2)nd-order polynomial and R.{A;} is assumed to be less

than R.{2;} for all values of i and j. (Since Z; is an eigenvalue of the adjoint system,
its real part is positive and therefore the above assumption is not so severe.) Letting
tr be sufficiently large

1

wm (== 3 fi;()ert

i=1j=1

“

o

[ -

——SF®er, (2-35)

=1

which we substitute into Eq. (2-19) to get

l

w(ty=— 3 filt)ent — Sk, (D), (2—36)

i=1

Comparing Eq. (2-36) with Eq. (2-27), we see that the preview control system has
the same structure as the predictive or the precognitive control system when £y is
sufficiently large.

To confirm the validity of the above statement, let us consider again the ex-
ample in section 2. 4. When the reference input and the controlled plant are given
by Egs. (2-22) and (2-23), respectively, Egs. (2-17) to (2-19) can be rewritten
respectively as

K@+t,—7)=K*(t+t,— ) +2aK (@ +t,—7)—q, (2—37)
K(t+t,—7)|r=ptt,=m,
g+t;—t)=[K(@{t+t,—)+alg(t+t;—1) —q-cos w,r, (2—38)
g(t+t,—r=t+t,=m+ cds wo(E+15),
u(t) =g (t;) —K(t,)x(t). (2—39)

Letting backward initial value m be a stable steady-state solution for Eq. (2-37),
we obtain

m=K({+t;—0),..=K(;)=—a+val+q. (2—40)

Therefore,
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g(t)=e—1KunN+a}ts.me-cos w,(-+1;)

‘ +S:+tfe{(K(tf)+w} (t=7)eg+cOS wyrds

—¢—(E(t9)+a} z‘f[(K(z‘f)~ wo‘gifi(]?&;gi};}z >c03 wo(E4+15)

qwo M !
-+ ORES Y (PETIE sin wo(tth)]

a r —w S _
o ST RE)Tar [{K(t;) +a}cos wot—wysin wet]. (2—41)

Notcing that K (f7)+a>>0 and letting ¢, be sufficiently large, we obtain

o~ q I — 1
gtn= I IRGE) Fa)? [{K(t;)+a}cos wof—wysin wel .

(2—42)

Since
¥ () =cos wyl
and
%(t) = —w,Sin wyl,
we obtain
w(l) =fr () + o0 () — K@) (D), (2—43)

where

f — Q{K(tf)+a'}
e+ {K () +al?

— q
I SR T

Consequently, the forward path has the same structure as the predictive or the
precognitive control system. While the preview control system contains no dynamic
compensator in its feedback loop, it is possible to let it behave almost in the same
way as the predictive or the precognitive control system, because the transient
response of the closed-loop system can be adjusted freely by regulating the feedback
gain. In Fig. 2. 6, we have set ¢=1.25 and {,=1.0 (chain curves), ¢=35 and f;=
0.0 (dotted curves) and ¢=35 and #,=1.0 (solid curves): ¢=1.25 and ¢=35
correspond to ®,=1.5and w,=6 (®w,=1 and a=1) respectively. As illustrated in
Fig. 2. 6, the response performance is not good unless the loop gain is high. This
means that a control signal must have a large amplitude. Note here that the control
performance can not be improved by letting f; be larger. Following the three
statements mentioned in section 2. 4, we can draw the following conclusions:
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(i) the control
inevitably,

(i1) if g(ty) is regarded as a controller,
its order depends on the structure of a con-
trolled system,

(iii) utilization of the future value of the
reference input signifies the reference input
being identified.

As stated above, the preview control
system has the same structure and the same
response performance as the predictive or
the precognitive contorl system when the
preview time is sufficiently large. However,
when the reference input can not be described
in terms of a differential equation with time-
invariant coefficients (see, for instance, an
unpredictable reference input as shown in
Fig. -2. 7), the preview control system is
clearly superior to the predictive or the
precognitive control system. In this sense,
the preview control system responds very
effectively to an unpredictable reference
signal.

signal becomes larger

Fig. 2. 6. Responses of preview control system
with a sine wave input (first-order

plant).

- Q=1.25,4=10-"="=-
=35 , ;=00 --====-
- 9=35 , =10

()

to to*l" t;

-V

Fig. 2. 7. An example of unpredictable input.
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2. 6. Summary

(1) If the reference input is generated by time-invariant linear system, and if
no restriction is imposed upon the magnitude of the control signal, then the servo-
system based on classical control theory exhibits a satisfactory response. This
servosystem is a kind of predictive control system and neither a precognitive nor
a preview control system of complicated structure has to be used.

(2) The precognitive control system is superior to the predictive control system
if the reference input can be identified relatively easily and if a lower-order dynamic
compensator can be used.

(3) The preview control system is superior to the predictive or the precognitive
control system if the reference input is not predictable.

Thus, we analyzed theoretically the functions of the three fundamental control
systems, i. e, predictive, precognitive and preview ocntrol systems. On and after
the next chapter, we discuss some experimental results of the manual tracking
behaviors and analyze the fundamental structures of them from an angle of the three
control systems above.

3. Predictive and Precognitive Manual Tracking,G®

3. 1. Introduction

The simplest form of the input adaptation is the ability of the human operator
to recognize periodic input signal or even periodic components in the input signal
and use the predictive nature of these signals to synchronize his response. For ex-
ample, if the input varies regularly as an example of single single sine wave, the
operator has effectively complete information about the input’s future and so it is
tracked in a precognitive mode.(> If the input coherence is poor, however, the
operator has only limited information about the input’s future and he always
attempts to do some prediction on the input signal.

The purpose of this chapter is to experimentally analyze the predictive and
precognitive tracking behaviors of the human opertor and answer the question; “how
does the operator vary his effective control topology with input signal cohe-
rence? A means for approaching this problem is to start with a sine wave and to
add successively more and more sinusoids of given frequencies, amplitudes and
phases.(39> In this case, the repetitiveness of the input may be reduced gradually.

In this chapter, we experimentally investigate how the tracking behaviors of the
human operator varies from precognitive control to predictive control when he
tracks three kinds of the inputs; single sine wave, 2 sine waves and 3 sine waves.

r e HUMAN MANI- |u |GAIN| ¢
DISPLAY —=0oe RATOR ™| PULATOR ] K [ T~

Fig. 3. 1. Compensatory manual control system.
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3. 2. Experiments

3. 2. 1. Experimental arrangement

- As shown in Fig. 3. 1, the experiments were performed in compensatory manual
control systems in which only the error signal was shown to the subject. The
visual display was an osilloscope 14 c¢m in diameter on which the spot moved hori-
zontally. The peak amplitude of spot motion was 4 cm. The manipulator was a
round handle 5 cm in diameter which had negligible damping and inertia, and 45 deg.
on the round handle corresponded to 4 cm on the oscilloscope. A pure gain con-
trolled element was used so that the human operator was able to easily learn the
characteristics of the input signal. Seven male subjects from 22 to 27 years old
were employed in the experiments.

The experiments were performed for three kinds of the input signals; single
sine wave, 2 sine waves and 3 sine waves. These sine waves were composed of all
different frequencies, same amplitudes and random phases. For each such input,
three subjects were asked to perform the trials. But the experimental results
which are shown in Tables 3.1 ~ 3.3 are the average values of 10 trials of the
operator with the best scores.

3. 2. 2. Experimental procedure

The operator was instructed to minimize the error displayed on an osciloscope
as the horizontal distance of a spot from the center and each trial run was per-
formed for 60 sec. The operator’s eyes were about 50 cm from the scope.

The mean square value S, was computed for each trial.

60 60

Sezgo e(t)zdt/SO r(2)2dl, (3—1)
where 7(¢) denotes the input signal and e(¢#) denotes the tracking error. Then,
each operator was trained until S, reached a constant level from run to run. After
the operator was well-trained, 10 trial runs of 60 sec duration were carried out
and the following were computed:
(1) The mean square value S,.
(2) The power spectral @,(jf) of the error signal.
(3) The input-output amplitude ratio g(f:)=|CUGfDI/IRGSI
(4) The input-output phase difference ¢(f;)=_C(jif:) —/R(jf:), where R(jf;) and

C(jfy) are the Fourier transform of the input signal 7(#) and the output c¢(¢)

of the operator, and f; is input frequency and is shown Table 3.1~3.3.

(5) The time ¢(f;) which is equivalent to the phase difference ¢(f;) at each

frequency f;.

T(£) = p(£) X g X —sec. (3-2)

3. 3. Experimental results

3. 3. 1. Single sine wave tracking

Table 3.1 presents input-output amplitude ratios and phase differences, and
mean square values S, of the errors measured from the experiments, where the
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Table 3. 1. Single sine wave tracking (averaged over 10 trials).

Input frequency (f:) Hz 0.1 0.2 0.4 0.6 1.0 1.2

Input-output 10 1.0 0.99 0.98 0.93 0.91
amplitude ratio (g)

Input-output

) —1.0° —0.8° 0.0° —0.6° —1.5° —1.0°
phase difference (¢)
and standard deviation +0.3 +0.3 +1.1 +1.1 +3.6 +7.4
Mean square value (Se) 0.03 0.07 0.1 0.1 0.18 0.27

inputs were single sine waves of six kinds of the frequencies between 0.1 Hz and
1.2 Hz, and every data is averaged over 10 trials.

At every input frequency, the input-output amplitude ratios are almost unity
and the phase differences are negligible small. That is, single sine wave is relatively
easy to recognize the input coherence. The operator does not need to follow the
input a reaction time behind and is able to synchronize almost perfectly with the

20

dB

GAIN
(&)

PHASE
degree
T

-180—

1

0.1
FREQUENCY

Fig. 3. 2. Closed-loop frequency response for random appearing input signal.

-360 L

Hz
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input. Fig. 3.2 gives the closed-loop input-output frequency response on tracking
the random appearing input which is composed of 10 sine waves of different fre-
quencies and random phases and has cut-off frequency at 0.4 Hz. As shown in the
figure, the phase lag is about 110 degrees at 1 Hz. This lag is mainly due to the
reaction time lag (about 0.2 to 0.4 sec.) of the operator. In this case, the tracking
behavior of the human operator is in predictive control. On the other hand, for
the single sine wave, the phase lag is only 1.5 degrees even at 1 Hz, so that the
operator compensates his reaction time lag almost completely. ’

If the operator is an exact linear element, the output must not include the
others except the input frequency. But it is really expected to include various
frequency components due to the operator’s irregular motions. Therefore, we com-
puted error power spectra to define the frequency components. These are shown
in Fig. 3.3 which are averaged over 10 trials. It can be seen that the input fre-

o
janrs
U“-

POWER (dB)

- ] l 1 [ L i I 1 I L
01 1 5 01 1 5 01 1 5

FREQUENCY (Hz)

Fig. 3. 3. Error power spectra.

quency has much effect on the shape of the spectrum, i. e.;

(1) At low frequencies (0.1 Hz and 0.2 Hz), there is a broad band of power in
the range to 0.5 Hz and both spectra have similar shape. Therefore, the error
seems to come not from the phase shift at the input frequency but from the
inaccurate motions in the neuromuscular system.

(2) As the input frequency is further increased, the error power at or near the
input frequency increases and there appears peak of power which is centered
at the input frequency. This denotes that the error is due to mistuning the
input frequency.

Consequently, at single sine wave tracking, it is concluded that the trained operator

generates, in a precognitive mode, a sine wave of frequency approximately equal to

the input and then attempts to synchronize it with the input signal, for errors in
synchronization or motor control.
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3. 3. 2. two sine waves tracking
Six kinds of the inputs were tracked and the experimental results are shown in

Table 3. 2. The values are averaged over 10 trials, too. At the inputs composed

Table 3. 2. Two sine waves tracking (averaged over 10 trials).

Input 1 I i v ¥ |

Frequency
components 0.1 0.2 0.2 0.4, 0.4] 0.6 0.4 1.0} 0.6 10| 0.1 L0

(fi) Hz
Input-output
amplitude ratio| 1.1} 1.2| 12| 13| 12 .31 0.7} 0.9, 0.7 0.9, 1.0} 0.8

(&)
Input-output
phase differe- |—1.8°—2.0° 0.8°—3.5° 0.1°—3.0°—1.7°-11.0°—5,9° —17° |—8,2°—13°

nce (¢)
and standard |+0.3 |21.8 |+1.4|+0.6 £1.6 |+1.3 +2.7 [+£3.4 [+2.9 |£2.8 |+2.3 |£31

deviation

T (sec) —0.05—0.03 0.01—0.02 0.0 —-0,01—-0.01——0.03'—0.03——0.05~0.23—0.04

‘Phase delays
in predictive
behaviors
(from Fig.3.2.)

Mean square 0.03 0.06 0.06 | 0.2 0.14 0.06
value (Se) |

—7° |—15° |—15° |{—30° |—30° |—75° |—30° |—110°~75° |~110°—7° |—110°

of two sine waves with the frequencies up to 0.6 Hz, the phase lags are very small
and the amplitude ratios are restricted within the range from 1.1 to 1.3. It should
be then emphasized that the operator’s attention is consciously turned to both of
two frequency components and he attempts to synchronize his output with the input
in its totality. In this case, he seems to be in the precognitive mode similar to the
single sine wave input.

The tracking behaviors at the inputs composed of two sine waves of 1 Hz and
another frequency are considerbly different from the above. For example, at the
sine waves of 1 Hz and 0.1 Hz, the operator tracks each sine weve one by one since
there is a large difference between the frequencies. Whereas the phase and the
amplitude at 1 Hz coincide with those of the input, the phase at 0.1 Hz is consi-
derably delayed and then the time lag becomes 0.23 sec. As the above, when the
frequencies are composed separate, the operator’s attention is paid to the higher
froquency and his output is synchronized with it in a predictive mode. Consequently,
in case there is a large difference between the frequencies, the higher frequency
component is tracked precognitively and the lower one is tracked predictively.

3. 3. 3. Three Sine Waves Tracking

Four kinds of the inputs were tracked and the experimental results are shown
in Table 3. 3, in which the values in the column of 0.05 Hz were unable to be
computed since the computer momory was insufficient.

At the input composed of the sine waves of 0.05 Hz, 0.1 Hz and 0.2 Hz, the
human operator can make the phase and the amplitude coincide with the input signal
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Table 3. 3. Three sine waves tracking (averaged over 10 trials).

Input I I i v

Frequency
components 0.05 0.1} 0.2 0.2} 0.4, 0.6, 0.6, 1.0, 1.2} 0.1] 0.4| 1.0
(f:) Hz
Input-output
amplitude ratio| — 1.1 0} 1.0} 1O} 1.2, 0.7 1.1} 1.1} 0.8] 0.8 1.4
(&
Input-output
phase differe- — 2.5° 4.0°]—5.0°—9.7°-13.1°] 22° |—6.8°—18° |—8.6°-15.0°|—6.1°

nce (9)
and standard — |40.5 |40.7 |+1.3 |+1.7 [£2.9 |£2.9 [+0.9 |4+13 1+1.9 |£3.5 +14

deviation

T (sec) — 0.07| 0.06/—0.07|—0.07,—0.06| 0.1 |—0.02/~0.04/—0.24—0.1 |—0.02

Phase delays

in predictive
behaviors — |=7° |—15° |—-15° |-30° |—75° |~75° |—110°/—130°—7° 1|—30° |—110°

(from Fig. 3.2.)

Mean square

value (Se) 0.11 0.05 0.23 0.12

and so he appears to be in a precognitive mode. On the other hand, at the input
of 0.2 Hz, 0.4 Hz and 0.6 Hz, the phase lags of the operator are strongly marked
though they are less then the lags in a predictive mode. Therefore, it is difficult
to be concluded that the input is tracked precognitively. In case where the input
is composed of the sine waves of higher frequencies (0.6 Hz, 1.0 Hz and 1.2 Hz),
much attention is payed to the frequency components of 1.0 Hz and 1.2 Hz, but
the frequency component of 0.6 Hz is almost neglected. Then, the amplitude ratio
is less than the other two frequencies and there is a phase shift of 22°. This
means that the response to the low frequencies are much affected by that to the
high frequencies. When there is a large difference among the frequencies composed
such as 0.1 Hz, 0.4 Hz and 1.0 Hz, the operator tracks each frequency component
separately and the lowest frequency is tracked predictively and the highest frequency
is tracked precognitively.

3. 4. Summary

We investigated how the tracking behaviors of the human operator varied
from precognitive control to predictive control when sine waves of different fre-
quencies were successively added more and more, and the following facts were
pointed out :

(1) Single sine waves up to 1.2 Hz are tracked in a precognitive mode and at
the same time, some closed-loop tracking seems always present to compensate for
errors in prediction or additional disturbances.

(2) 2 sine waves up to 1.2 Hz are tracked in a precognitive mode if each
frequency is closs by. But if both the frequencies are largely separated such as
0.1 Hz and 1.0 Hz, the high frequency component is tracked precognitively and the
low frequency is tracked predictively.

(3) Even at 3 sine waves tracking, if the inputs are composed of sine waves of
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only low frequencies, they are possible to be tracked precognitively. The other
inputs are not the case. The human operator attempts to estimate some coherence
on the input. He pays much attention to the special frequencies and tracks them
in a precognitive mode. But the other frequencies are tracked in a predictive mode.

4. Conirol Structures of Precognitive Manual Tracking¢®

4. 1. Introduction

The purpose of this chapter is to mathematically describe precognitive control
behaviors of the human operator in single sine wave tracking on the basis of the
experimental results in the preceding chapter.

Here, some comments and hypotheses will be given as follows.

(1) In single sine wave tracking, the well-trained human operator is in a precog-
nitive mode, i. e, has identified the input’s regular repeating pattern and has
had effectively complete information about the input’s future. This means that
the sine wave with the same frequency as the recognized input has been gene-
rated consciously by the operator.

(2) The human operator’s output usually includes the other frequency components
except the input frequency. They are called “remnant”. We define human
operator remnant as the portion of the operator’s output that is not related to
the system input by the output/input transfer function.(1®> The remnant should
therefore include the nonlinear, time-varying and random components of the
operator’s response.

Tt is experimentally revealed by W. H. Levison et al.¢1%> that the remnant
obtained from manual control systems under the following situations reflects
primarily the truly random component of the operator’s response ;

i) the controlled elements are linear,

ii) the task requirements are such that the subject apparently devotes conti-

nuous attention to the tracking task, and

iii) the subject manipulates a single control.

Then the remnant is assumed to arise form an equivalent observation white

noise process.

Since our sine wave tracking experiment satisfies the above situations, the
remnant so obtained should reflect primarily the random component originating
from the sources within the human operator. The experimental results show
that the frequency of the sine wave has much effect on the shapes of the error
power spectra, Therefore we attempt to represent the remmant by two equi-
valent noise processes which are mutually independent gaussian white noise
processes. They are named “motor noise” and “synchronous noise” respec-
tively. The former corresponds to the inaccurate motion in the neuromuscular
system at the low input frequencies and the latter corresponds to the random
phase shift at the high input frequencies.

(3) It should be noted that the reaction time delay due to physiological limitations
is completely compensated for as shown in Table 3. 1.

4. 2. Modeling of Precognitive Tracking Tasks
Let’s now consider a model for the human precognitive control. The human
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operator in a precognitive mode seems to have the same dynamics as the command
generator which generates the input signal. Then we assume that the operator’s
characteristics are approximately represented by the three linear subsystems as
shown in Fig. 4. 1,

COMMAND
s [GENERATOR
HUMAN OPERATOR el r
FUNDAMENTAL WAVE NEUROMUSCULAR] x ' =
GENERATING SYSTEM SYSTEM ;
]
;

/ '
COMMAND :
SYSTEM [

H

Fig. 4. 1. Schematic model of the operator in single sine wave tracking.

() Fundamental wave generating system : this has the same dynamics as the
command generator and sends forth the signal with the frequency equivalent to the
input signal, but is not capable of adjusting the phase and the amplitude to the
input signal.

(1) Neuromuscular system : this is often approximated linearly by an adjustable
first-order lag.

(III) Command system : this deals with the signals from the internal subsys-
tems and the external display, and sends control signals to the fundamental wave
generating system in order to synchronize with the input signal.

The command generator, sub system (I) and (II) can be represented by diffe-
rential equations as follows.

* Command generator:

21 =w,2,
i (4—1)
22 - — wozl.
* Neuromuscular system:
X=ax-+ g, (4—2)
where x is the operator’s output, and ¢ and g are parameters.
* Fundamental wave generating system :
Z‘il = "‘(Uouz
(4—3)

Uy=w,th,+bu,.



On the Predictive, Precognitive and Preview Manual Tracking Systems 87

Since Egs. (4—1), (4—2) and (4—3) correspond to Egs. (2—1), (2—7) and (2—8)
respectively, these equations can then be solved as a servo problem. The perfor-
mance index is defined by

]:Sj{(r_x>2+pu;}di. (4—4)

This is based on the assumption that the human operator behaves so as to reduce
both the error ¢ and the control effort u#,. By using this performance index, the
resultant closed-loop system becomes a linear system which represents the human
operator’s responses successfully and the parameters of the control system are
determined by only one parameter, p.

Then from Eq. (2—25) the command system can be represented as

Uo==C1R, €2y CyX - Cylhy -+ CslUy, (4—4)
where
¢,=0 " Yowygks,
Co=— 0" Yhwog (Ry— w2 k),
Co=p Yhwog(Ry+aks+a’ky),
Cy=—p0 Yhwyt g2k,
Cs=p " bw,g* (ks+aky),
k1 ko ks
and K=|k, ks ks| is the solution of Riccati equation.
ks ks ke

Now, %, #,; and u, which are the variables internal to the model are directly
available. The input signal z,=7 is obtained as z;=e+x, where ¢ is the displayed

Z!:wDZQ
HUMAN OPERATOR — ~""" | Z,=—yz,|
Ve [ Vm .

+ U=-wU, |y, ++/\{/\ . x N-T %2 e
. 2\ X:ax*"g‘J[ N
U,=wU+by N

)
:
: !
Z=—az-(wl+?)z, *
i

Fig. 4. 2. Structual model of the operator in single sine wave tracking.
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error and x is the operator’s output. But z; must be estimated from z,.
Using the observer, the estimate z,, of z; is obtained as

z=—azZ— (w,+a?)z,,
1 - o

Wy Wy

(4-5)

Zle: -

where « is an arbitrary parameter of the observer. This represents the human
operator’s perception of velocity from the position of the input signal. The model
for the operator’s linear responses has now been completed. (see Fig 4. 2)

4. 3. Remnant model

We attempt to represent the remnant by two additive noise processes, motor
noise and synchronous noise, which are mutually independent zero-mean gaussian
white noises. In Fig. 4. 2, v,, represents motor noise added to the neuromuscular
system and v, represents synchronous noise added to the output of the synchronous
command system. In this case, the linear response model must be solved as the
linear servo problem with moise where the performance index defined by

J=E[{ {(z,—x)"+ pu2} ], (4-6)
is minimized. It is known that the solution to this problem is the same as the

solution with no noise if v, is zero-mean gaussian white noise.
The power spectra of the output x of the model for v, and ». are

u(0)= Nt m e (), (4-7)
] _
D, (w) —Ncmy (4—8)

where
A=—(TyCowo+1)w*+w*(1—c5—Cs),
B=—-T w3+ {T yw?(1—c¢5) +c,0,} o,
Ty=—1/a=1/g, b=—uw,,

and N, and N, represent autocovariance of », and v, respectively.

- It is known that Ny is about 0.1 ~ 0.6 sec.®® N,, and N, are arbitrary since
the magnitudes of the remnant power are not considered here. And Ty, p and %
are chosen so that @,(w) for low frequency input signals, @.(w) for high frequency
input signals and @, (®)+h®P.(w) (k is a constant) for intermediate frequency input
signals respectively coincide with the experimental error power spectral densities.
They are shown in Table 4. 1. As the input frequency is increased, 7w is dec-
reased. When the input frequency is higher, the operator has to respond more
quickly and as the result, the cutoff frequency in the neuromuscular system must
be increased. Fig. 4. 3 shows the theoretical and experimental error power spectral
densities at three frequencies in Table 4. 1. As an example, Fig. 4. 4 shows the
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responses of both the mode!l and the human operator at input frequency 1.2 Hz.

The response of the model was simulated by analog computer and then the gaussian
white noise was approximated by the sum of many sine-waves.

Table. 4. 1. The values of model parameters.

Input frequency T 14 h
0.1 Hz 0.6 1 —
0.4 Hz 0.1 1 4
1.2 Hz 0.1 1 —
FREQUENCY
0 0.1 1 (Hz) 2
T T
~10t
@ -20F
ut
z THEORETICAL s
o 3ol °  MEASURED °
Q.
d8

INPUT FREQUENCY 0.1 Hz

INPUT FREQUENCY

1.2 Hz

Fig. 4. 3. Normalized injected remnant spectra and the comparison
with the measured error power spectra.
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FREQUENCY
0 .1 1 (Hz) 2
T
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dB|
INPUT FREQUENCY 0.1 Hz
2
]
o
S ~30r
d8
INPUT FREQUENCY 0.4 Hz
0.1 2
OI T T
._10.“
o -20f
4%
z
2 -30r
dB
INPUT FREQUENCY 1.2 Hz

Fig. 4. 4. Experimental and model sine wave tracking runs
(input frequency 1.2 Hz).

4. 4. Summary

On the assumption that the well-trained operator has consciously formed, inter-
nal to himself, the same dynamics as the command generator which was considered
to generate the input signal, a linear control model was constructed mathematically.
Then, the precognitive tracking behaviors of the human operator were represented
by the linear model plus the remnant. The remnant was modeled by mutually in-
dependent gaussian white noises, i. e., motor noise and synchronous noise,

The linear precognitive model proposed is not applicable to the case that even
if the reference input has the regular repeating pattern (high coherence), it doesn’t
fall within the response functions of the command generator, such as periodic square
waves. If the input function is substituted for another similar differentiable func-
tion, however, it is possible to construct the linear precognitive control model. For
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example, note that we will be able to expand the input function in terms of a
finite Fourier series.

When the input is composed of four and more sine waves, the operator is
unable to detect the input’s coherence and tracks it in a predictive mode. Then,
the predictive control system has to be constructed. '

5. Forced-paced Preview Manual TrackingtD

5. 1. Introduction

In the present and next chapter, we discuss the cases where the operator can
see the future input as well as the present one, i. e, preview manual tracking tasks
and analyze how the operator processes the information about the future input.

It is essential at the ceginning to classify preview into two types of control,
i. e., forced and self-paced controls.(¥> Now, consider a function in space y(x)
which represents a reference input or cource for a given control system. If for
some reason we traverse the course with constant velocity, then the task is called
“forced-paced” and the reference input y(x) is regarded as equivalent to y(f).
In most human tasks of the sort we are considering, the operator is able to control
his speed when traversing a course; then the task is called “self-paced”. The
present chapter will assume forced-pacing to develop the principal ideas. Self-
pacing is considered in the following chapter.

5. 2. Experiments

5. 2. 1. Experimental arrangement

The outline of the experimantal arrangement is depicted in Fig. 5. 1. A 20-cm
industrial TV receiver is used to indicate to the the operator the present and future
values of the input functions. On the TV screen the operator sees the input

PAPER
DRIVING UNIT __ COVER TV RECEIVER
e = -k (7_) !
A [ LTV INPUT T
CAMERA

TSI TTTT R

¢

CONSTANT

VELOCITY
CONTROL

CONTROLLED
ELEMENT (OPERATOR

HUMAN

Fig. 5. 1. Experimental arrangement of preview manual tracking.
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function from the current time ¢ to the preview time #; and the spot as the output
of the controlled element. The input function moves up and down as time passes.
The spot moves right and left according to the output of the controlled element.
The maximum amplitude of the input function is set to cover 80 % of the hori-
zontal width.of the screen for easier view by the operator.

The input function is sent through the TV camera. Attached to the paper
feeding device is an endless belt of length 2035 mm and width 200 mm. The paper
on which the input function is written is pasted to the belt. The belt is rotated
at a constant speed. The rotating speed for the experiment is set to one revolution
per 60 sec. The accelerator is not yet used because we assume forced-paced con-
trol. The position of the TV camera is adjusted such that the distance between
the position of the spot and the upper end of the TV screen is equal to the maxi-
mum preview time (1.5 sec). Furthermore, a shield board is inserted between the
belt and TV camera to alter the preview time. The manipulator is a steering
wheel of an automobile, 38 cm in diameter, which has a negligible friction and to
which a potentiometer is connected directly.

Three types of controlled element, i. e., pure gain G¢(s) =Ky, integration K¢/s,
and double integration K¢/s?, are used. In view of the human operator’s reaction
time of 0.2 to 0.4 sec, six preview times, #,=0.0, 0.25, 0.5, 0.75, 1.0, and 1.5 sec
are used.

The input function has to be a smooth and random appearing signal. In the
present experiment, the input function consists of the superposition of 10 sine waves
of all different frequencies and random phases. The frequencies range from 0. 209
rad/sec to 13.8 rad/sec, which are roughly equally spaced on a log scale. The sine
waves of frequencies from 0.209 rad/sec to 2.51 rad/sec have the same amplitude
and for the waves of frequencies higher than 3.98 rad/sec, the amplitude is reduced
to one-tenth the amplitude of the waves of lower frequencies in order to smooth
the signal.(®)

The waveform of the input function can be expanded or contracted in the
direction of movement, but by changing the speed of the belt, the frequency chara-
cteristics of the change of the waveform. In the compensatory tracking behavior,
only the present value of the input function is shown. Therefore, the input function
seems to remain unchanged despite the change in waveform, and the human tracking
characteristic will not change either. In the preview behavior in which the future
waveform is also shown, it is doubtful that the same tracking characteristic will be
obtained when the change in the waveform is large since the human visual response
for a high or low speed cbject is not always linear. However, since the objective of
the present experiment is to establish the relation between preview time and track-
ing behavior, the speed of the belt is determined so as to facilitate the operator’s
observation. - The investigation on the speed of the belt appears to be very impor-
tant.

5. 2. 2. Experimental Procedure

The operator was instructed to track the waveform on the screen as close as
possible to minimize errors. Each trial was conducted for 120 sec. The operator
was trained to reach a stable level of a performance measure. The experiments
were done for 18 combinations of preview times and controlled elements. For each
such combination, two operators were asked to perform the trials.
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Tt has been possible in conventional compensatory control systems to obtain the
transfer function associated with the operator directly. In the preview control
system, however, since the operator can see the future input and the present output,
it is impossible to directly determine the open-loop describing function of the
operator. In the present experiments, therefore, the closed-loop frequency responses
from the input function #(#) to output x(#) are measured and based on the results,
the tracking characteristics of the operator are estimated. Since the input function
is periodic and, furthermore, since its frequency components are known, the closed-
loop frequency response G(jw) can be computed by

Gjuy=—2TeL (5-1)

where R(jo) and X (jo) are the Fourier transforms of the input function #7(#) and
output x(7).

5. 3. Experimental Results

5. 3. 1. Effect of preview times on closed-loop frequency responses

The closed-loop frequency responses were obtained for each controlled element
and preview time based on five runs after the operator becomes skilled. Since the
variation of the frequency responses between runs and between the operators was
small, the average values were calculated over 10 trials (5 trials by each operator).
Fig. 5. 2 shows the effect of preview times on closed-loop frequency responses for
three differenct controlled elements.

: (rad/s)
o 3 (rad/s) 10 o ra
20 T T T T 201 T T T™TTT
dB
0_.
=201—
8-
iy
kel
~180— —.
e 05 2075
J 10 w10
-36C J
_ 2
(@) G=Ke (b) G=K.Is (€) Ge=Kcls

Fig 5. 2. Effect of preview times on closed-loop frequency responses.

If the future value of the input function is known, the operator can react to
The influence of the reaction can be seen more distinctively
in the phase characteristic than in the gain characteristic regardless of controlled

the changes in advance.

elements.

That is, it can be seen that the operator tries mainly to compensate the
delay in the phase rather than the gain by seeing the future value.

It can be seen
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also that the phase characteristic is improved as the preview time becomes longer
but it does not change much beyond a certain preview time. This “critical” preview
time tends to be longer as the order of the controlled element increases such as 0.5
sec for K¢, 0.5 sec for K¢/s and 0.75 sec for K./s?. Therefore, it is necessary
for the operator to see further ahead in order to compensate the phase difference
since the phase delay becomes longer as the order of the controlled element increases.

5. 3. 2. Effect of preview times on the control performance
For each trial, normalized mean squared errors was computed.
12
0

120 0
szg edt/ S ridt, (5—2)
0

where 7 is the input function and e is the error. Fig. 5. 3 shows the effect of

A Setdt/§ridt
— o Kc
e . K¢/s
0(4 [~
02
0
0. [ ! [ I | [ t
0 0.25 05 0.75 10 15 f

PREVIEW TIME

Fig. 5. 3. Effect of preview times on the control result.

preview time on the control performance for three controlled elements (average
values over 10 trials, 5 trials by each operator). Regardless of preview times, the
conrol performance becomes worse as the order of the controlled element increases.

There is a peak at #,=0.75 in the curve corresponding to K./s?. This is
because of one of the operator's very poor reaction in this test and should not
influence the results. The control performance becomes constant when the preview
time is 0.25sec for K¢, 0.5sec for K./s and 1.0sec for K./s2. This phenomenon
is in good correspondence with the result obtained in section 5. 3. 1.
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5. 4. Preview Model and Weighting Function into the Future

Sheridan proposed three preview control models by theoretically considering the
preview behavior of human operators in driving automobiles and flying airplanes.(®)
In this paper, only one of the models using extended convolution integral is consi-
dered since it is deeply associated with the present research. The essential point
in this model lies in the sum of the convolution integral on control error e(f) and
the convolution on the future value of the input function, given by

u(t)::SZme(t—4ﬁzum(t)df%—ST?fr(t-—r)u%(t)dr, (5—3)

where wn,(z) denotes the weighting function associated with an operator for error
e, wp(r) the weighting function for the future value of input function, Tp the
memory limit of weighting function and f, preview time. The block diagram of
the preview control model is shown in Fig. 5. 4, where G4 is the transfer function
corresponding to the second term in Eq. (5—3) and Gz is that corresponding to
the first term. But the forms of weighting functions wn(z) and wy(r) were not
considered.

HUMAN OPERATOR

ELEMENT

+4 1u [CONTROLLED | OUTPUT
X

Fig. 5. 4. Preview control model by Sheridan.

Fig. 5. 5 is the preview control system¢?% which has been proposed in chapter
2. 1In this control system the tracking characteristic is improved as the preview
time of the future value is prolonged. However, the effect of making 7, large is

Te(tirty)

rer) _[a(t.) COMPUTER ;
— .
Eq.(2-18) | F

Fig. 5. 5. Preview cotrol system (see Fig. 2. 3.).

not very great. It has been shown that it is sufficient to measure the future value
up to just beyond the time of peak of the impulse response of the closed-loop
system. One of the distinct characteristics of the system is the phase lead in a



96 K. Ito and M. Ito

high frequency region. Fig. 5. 6 shows the frequency responses for the second-order
controlled element.

tg=1.0

-360

0 "0 FREQUENCY 1'0radisec

Fig. 5. 6. Frequency response of the preview control system
(second-order plant).

Now we propose a new preview control model and consider the weighting on
the future value of the input function. Here note that preview of the input has an
essential effect on the phase compensation of the operator. Therefore, we assume
that the preview behavior of the operator is formally represented by two blocks
as shown in Fig. 5. 7, where the blocks internal to the operator are enclosed by a
broken line. The feedfoward block G,(s) processes the future value of the input.
The block Gr(s) in the closed-loop operates on the perceived error. It is further
assumed that ;

(1) the closed-loop portion depends on the input and the controlled element, and
never on the preview time,
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Fig. 5. 7. Block diagram for forced-paced preview control model.

(2) Gp(s) serves to lead the phase, and
(3) the output of G(s) is fed back sorely for the recognition of the error, i e,
the feedback loop is single.

When t;=0, Gp(s) should be unity. Then, the closed-loop portion is equivalent
to a compensatory tracking system and can be approximately represented by the
model of the operator with unpredictable type inputs. There have been many models
for compensatory tracking systems. The crossover model proposed by McRuer et
«1.(15 shall be used here (see Eq. (1—4) in chapter 1). It is the most represen-
tative and simplest of all the models.

Gp(5)-Gol(s) =222, G-4)

where w,=3~5 rad/sec, ¢,=0.15~0.35 sec. Once the chracteristics of the input
function and controlled element are determined, the form of the closed-loop portion
in the model can be established.

The feedfoward block Gr(s) is defined as follows:

t
Gr(s)= |, we ) et (5-5)
where w, (1) is to be replaced by delta function if {;=0. Therefore, G,(s)=1,
when #,=0.
It follows from Eq. (5—5) that the relation between R(s) and Z(s) in Fig. 5. 7
is given by
¢
Z(s)sgo"_ we (') e d'R(s). (5—6)
The integration may be approximated by the following sum:
N
Z(8)= Dl wi,(idt) e’ * ' AIR(S), (5—7)
i=0
where f;=N4t. The inverse Laplace transform of Eq. (5—7) is given by

2(8)= S we (idt)r (+ide) At. (5-8)

Equation (5—8) implies that the present value z(¢) is the sum of future input
values times the weight w, .~ The integral form of Eq. (5—8) may be given by
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2(1) :S(t)fwtf(t’)?(t—t—t')dz“. (5-9)

Letting {41 =7, the above integration can be rewritten as

t+tr
t

e =" wi,c—Dr e, (5—10)
It should be noticed that the present model is different from the extended convolu-
tion model given by Sheridan in Fig. 5. 4. It is possible to perform equivalent
transformation on Fig. 5. 4 to make it in the form of Fig. 5. 7, but the resultant
block corresponding to the feedfoward block takes a form different from G,(s) in
Fig. 5. 7.

The shapes of the weighting function w, ; can be determined from the experi-

mental results. As mentioned previously, it was found from the experimental
results that the gain characteristic did not change much but the phase lead was
great when the preview time was prolonged. That is, the gain characteristics could
be seen as constant regardless of the preview time. The closed-loop portion con-
taining Gr(s) is replaced by the closed-loop describing function for compensatory
tracking. Then, the procedure to determine we, is as follows; first, we compute

the difference (i. e. the phase lead) between the phase characteristic at each
preview and that for compensatory tracking, and next we determine, through the
trial and error method, the shape of w, , 80 as to compensate its phase lead. The

A A
W. W
M M
B
3} 3t
=025 t4=05 P\ =10
1 1 i
: Tl
e t’ L L l’ L2 1 Il - THEN
0 0.25 0 05 0 05 1.0

WEIGHTING FUNCTIONS

Fig. 5. 8. Dependence of weighting functions on preview times.
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forms of weighting functions for various preview times are shown in Fig. 5. 8.
The weights are normalized in such a way that they have unity for the present value
of input function and approximately graphed using the straight line segments. The
gain characteristic of Grp(s) is almost constant throughout and therefore its in-
fluence on the gain of the total system is negligible.

Since the weighting function w, P has a peak value at around #=0.25 sec and

exhibit low values beyond #'=0. 5 sec, it can be judged that the operator pays special
attention at around #=0.25 sec and does not pay much attention beyond #=0.5 sec.
This signifies that the operator can obtain the amount of lead necessary to com-
pensate the phase delay of himself and the controlled element when he sees ahead
slightly beyond #/=0.5 sec.

The dotted line in the figure shows the impulse response of the closed-loop
portion when the crossover model is used. The parameters in Eq. (b—4) are
chosen such that ®,=5.5 and r,=0.33 sec. The peak of the impulse response
occurs at around the preview time at which the value of the weighting function
becomes small. Therefore, it is sufficient for the operator to see the future value
slightly beyond the preview time at which the peak of the impulse response of the
closed-loop portion, i. e., in compensatory tracking system occurs. In the preview
control system in chapter 2, the form of the weighting function into the future input
is that of the impulse response of the closed-loop portion in the block diaglam of
Fig. 5. 5. The difference between the weighting function w., and the theoretical

result is in the treatment of weights for the present value of input function.

If the operator could have tracked with complete adjustment of his own chara-
cteristics, the operator may be able to follow the input function with satisfactory
accuracy and does not necessarily need to see the present value since he has seen
the future value of the input function beforehand. In practice, however, the opera-
tor’s adjustment is not complete and unpredictable disturbances will exist. There-
fore some compensation is necessary. This means that the operator’s utilization of
the present value is nothing more than checking his own imperfectness of behavior.

In this way, the preview tracking behavior of the operator is composed of the
feedfoward block to process the future input and the feedback loop to compensate
uncertainty of his behavior. On the other hand, since the theoretical preview
control system does not utilize the present value of the input function, the system
is essentially a feedfoward control. In effect, if the weight for the present value
is changed from 1 to 0 in Fig. 5. 8, the closed-loop frequency response has lead
phase at high frequency and is different from the experimental results.

When t,=0.25 sec, the weight for the future value is relatively very large
compared to the weights for other preview times. This means that when the
preview time is short, the emphasis is on the compensation of the phase delay of
himself and the controlled element rather than on checking the present error.
Therefore, the preview behavior is closer to feedfoward control.

Fig. 5. 9 shows the frequency response of the total system with the weighting
function w, P determined as above and the comparison with the measured closed-loop

frequency response. The experimental date are well fitted by the preview model
over a wide frequency range for G.(s)=K. and K./s. But when the controlled
element is K./s? and #,=1.0 sec, the theoretical gain curve at high frequencies is
considerably lower than the curve obtained from the experiment. This may be
explained as follows: for the higher order controlled element and a longer preview,
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Fig. 5. 9. The frequency responses of the total system with the weighting
function W:, and the comparison with the measured closed-loop

frequency responses.
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the operator changes the compensatory behavior itself and then the assumption that
the closed-loop portion is invariant with preview time no longer holds.

Fig. 5. 10 shows the step response of the preview control model proposed.
Gr(s) is defined by Eq. (5—5). G»(s)+-G(s) is modeled by the crossover model
represented by Eq. (5—4), where w,=3.5 rad/sec and z,=0.2 sec. In the figure,
the broken line is input and the solid line is output. It is illustrated that the
future input has much effect on improving the tracking characteristics, especially
compensating the time lag. Fig. 5. 11 shows the actual input #(¢) (the broken line)

1.0 rowww

TR TR R,

-1.0

Fig. 5. 11. The actual input 7(#) and the perceived
input z(¢#) of the preview control model. (c) tg = 1.0

~—=~—~  Actual input

Perceived input
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and the preceived input z(#) (the solid line) of the preview control model. The
operator attempts to track the input z(f) which has been modefied by the weighting
function ws,.

5. 5. Summary

In operating automobiles, a driver exhibits an excellent tracking control because
he can see the road ahead. In this chapter, basic experiments on the forced-paced
preview control using a simple simulation device have been made and the following
conclusions have been drawn:

(1) The utilization of the future input by the operator has much effect on the
phase compensation of the tracking characteristics. However, there is a limit to
the effective compensation even when the preview time is made long. The phase
characteristics can be improved up to a certain preview time, but it is not made
better after that. This “critical” preview time tends to be larger when the order
of the controlled element is increased. A similar tendency can be seen in the
relation between the preview time and mean square errors. Therefore, the im-
provement of the control error in the preview tracking is mainly due to compensa-
tion for the phase delay of the controlled element and his own.

(2) The preview behavior of the operator can be represented approximately by
a model which consists of a series connection of the feedfoward block processing
the input in the future and the closed-loop portion having compensatory behavior.
Weighting functions of the operator for future value were determined based on
the comparison between this model and the experimental results. The weighting
function has a peak value at around f,=0.25 sec and a very small value after
t;=0.5 sec. Since the peak of the impulse response of the closed-loop portion of
the model occurs in the vicinity of #,=0.3 sec, it is sufficient for the operator to
see the future value slightly beyond the preview time at which the peak occurs.

(3) However, the preview behavior of the human operator is not a feedfoward
control like the preview control system derived from control theory. Rather, it is
a feedback control system with a touch of feedfoward because of its uncertainty.
If the preview time is short, however, it has been found that the operator must
behave as a feedfoward system to obtain the necessary phase lead.

6. Self-paced Preview Manual Tracking

6. 1. Introduction

We discuss the cases where the operator is able to see ahead and in addition,
controls his speed when traversing a course. In particular, much attention is direct-
ed to how the operator processes the information about the future input in order
to modulate his driving speed. It should be noted here that the human tracking

tasks including both self-pacing and preview have scarcely been analyzed until now.
(2), (10)

6. 2. Experiment

6. 2. 1. Experimental arvangement
The experimental arrangement is almost the same as shown in Fig. 5. 1. In
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Fig. 6. 1. Experimental arrangement of self-paced preview tracking.

this case, however, the accelerator is used in order to control the tracking speeds
(see Fig. 6. 1). The transfer characteristics of the velocity control unit which is
driven by D. C. motor is approximately represented by the first-order lag (Gx(s)
=Kx/(1+Ts)). On the other hand, the controlled element of the handle system is
integration Gy (s)=Kyr/s.

The input functions which were tracked are maximum length sequence (Y ),
trapezoid wave (Y 4), semicircle (Yz), triangular wave (¥¢) and random signal (¥Yp)
(see Fig. 6. 2). The period N of maximum length sequence (M-sequence) is 31 and

Fig. 6. 2. Inputs used in the experiments.

the minimum pulse width is 6 cm and the amplitude is 4 cm on the TV screen.
The each amplitude of trapezoid wave, semicircle and triangular wave is 8 cm and
the maximal one of random signal is 14 cm on the screen. These values are select-
ed such that the human operator is able to smoothly operate the handle.

Three kinds of preview length, X:=1 1/2 and 1/3 are used. X:=1, the length
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of which is about 12 cm on the screen, means that the operator can see the whole
of TV screen. The distance between the operator and TV screen is about 50 cm.

6. 2. 2. Experimental procedure

In conventional manual tracking tasks, there were many cases where the opera-
tor was instructed only to minimize the error displayed on the screen. But, since,
in the present experiment, the operator is able to control his tracking speed,
instructions as to only the error may induce undesirable results that the operator
tracks the input at extreme low speeds. Therefore, it was necessary to provide
some index concerning the tracking velocity. Considering this point, we adopted
the following performance index in the present experiment and instructed the ope-
rator to make it as little as possible.

P'[':E2+(0TFy

Ey=g T Yu(x) — Y () P, (6—1)
X, Jo

where X, and T, are the distance and the time required to a termial respectively,

and 7', is in inverse proportion to the mean velocity. Y ,(x) is the input function

and Y (x) the output of the handle system. p is the weighting coefficient to the

time required.

When tracking M -sequence, three kinds of values; p=5, 10 and 15 were taken,
and when tracking the other input functions, the value of p=5 was taken. There is
no doubt that the purpose of the experiment is not to let the operator estimate
the value itself of the weighting coefficient. p is nothing but representing the
relative relation between 7, and £,. The duration of each trial run depended on
the input functions and consequently the mean velocities, but they were within 60 sec
at most. After each trial, £,, T, and P. I. were immediately computed and were
put before the operator.

In case of tracking M-sequence (Y ) and random signal (¥Y5p), the operator
was trained to reach a stable level of performance index P. I. In general, at least
twenty, and often thirty, trial runs with preview length were carried out before
recorded runs were made with a given preview length. After the experiments of
the two inputs above were finished, the others were carried out. The subjects
were three male students.

6. 3. Experimental Results

6. 3. 1. The performance index and the tracking behaviors of the operator

We at first examine if the operator grasps the meaning of the performance
index Ep. (6—1). Fig. 6. 3 shows the relations between mean square value E, of
the error and the time required T, and the weighting coefficient p, where the input
function is M-sequence (Y ). The average values and the standard deviations are
calculated over 15 trials (5 trials by each subject).

At every preview length, as the weighting coefficient decomes greater, the time
required decreases and the mean square value increases. That is, when the weight
on the time required is great, the operator pays more attention to the time required
even at the sacrifice of the error. From this facts, it can be seen that after
skilled the operator grasps the meaning of the performance index and changes his
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Fig. 6, 3. Mean square values and the time required (M sequence).
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tracking tasks corresponding to the values of the weighting coefficient. Therefore,
it has a full significance to analyze the tracking behaviors of the operator under
the performance index in Eq. (6—1).

6. 3. 2. Tracking velocity

As shown in Fig. 6. 3, the time required (7;) lies among 16 sec ~ 20 sec at
every preview length. The full distance from start to finish of M-sequence input
is 106 cm when measured on the TV screen. Then, the mean velocities are about
6.6 cm/sec to 5.3 cm/sec. Now the power spectral P(w) of M-sequence is given
by

.owly \2
; sin—s—
P(w) =2 — 2 (0w En), (6—2)
2

where N denotes the sequence period; N=31 in the present experiment and #,
denotes the minimum pulse period. Since the minimum pulse width is 6 cm on the
screen, the minimum pulse periods are 6/6.6 ~ 6/5.3 sec when the mean velocities
are 6.6 cm/sec ~ 5.3 cmy/sec. Then, the bandwidth o, of M-sequence are about
3.1 rad/sec ~ 2.5 rad/sec as calculated from Eq. (6. 2).

When, in compensatory tracking tasks, the bandwidth of the random appearing
input function is 3 rad/sec and upward, the gain characteristics of the operator
have a marked decline in a high frequency region, and as a natural consequence, the
tracking error increases.15 On the other hand, in the forced-paced preview track-
ing, the gain characteristics of the operator could be regarded as constant regardless
of the preview time. Therefore, even if the operator can see ahead, the operator’s
gain characteristics for the input which has the bandwidth of 3 rad/sec and upward
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must still have a decline in a high frequency. The time required 7,=16 sec in
Fig. 6. 3 corresponds to w,=3.1 rad/sec, which exceeds the critical bandwidth where

-05 o:_5 “r(sec)

Fig. 6. 4. Cross-correlation coefficients between velocity V' (#) and
input’s time-derivative |Y (#)].
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the operator is able to keep the good gain characteristics. Accordingly, it is
difficult for the operator to faithfully follow the input function and as the result,
the mean square value E, grows larger. Over against this, the time required at
p=5 are 20 sec regardless of the preview length. Then, since the input bandwidth
has gone down to w,=2.5 rad/sec, the operator is able to realize the excellent
tracking characteristics.

In the present experiment, since the tracking velocity is able to be changed at
any moment, we should pay attention to not only the mean velocity but also the
instantaneous velocity. We here discuss by what criteria the operator changes the
instantaneous velocity. Fig. 6. 4 shows the cross-correlation coefficients between

the tracking velocity V(f) and the absolute value if’(i)[ of the input time derivative
for five kinds of input functions, which are defined by

CE=EV (@) VL [¥ t+0) ¥ [Vora, (6—3)

where oy and o¢); denote the standard deviations of V(¢) and §f’(t)1 respectively,

and V and |V | are the expected values, The every graph is obtained from the data
for a subject after skilled. In either case, since they have large correlations, the
input time derivative and the tracking velocity are closely connected together. And
they are negative. This means that the velocity goes slow down when the input
function changes largely.

When X =1, there is a peak around r==0 in all input functions. This shows
that the change of the velocity is synchronized in time with the change of the input
function. Since there exist the delays of the controlled element and the operator
himself, the operator has to control the accelerator in advance on the basis of the
future input in order to synchronize the change of the velocity with that of the
input. This problem will be discussed later in more detail. As the preview length
becomes shorter, the peak of the correlation coefficient moves to the left gradually.
This means that the operator has changes the tracking velocity late for the input’s
change. If the operator slows down enough at the points where the input pattern
is complex, the above cannot occour. Since the performance index includes the
time required T, however, the operator is unable to decrease the mean velocity
too much. In consequence, when the preview length is limited within some extent,
it is unavoidable, even in self-pacing, that the operator’s response is late for the
input’s change.

6. 4. Control Structures of Self-paced Preview Tracking

We propose a self-paced preview control model as the block diagram of Fig. 6.
5. It is composed of three subblocks; (i) the first transfoms the input course as
a function in space into a function in time, (ii) the second transforms the input
pattern ahead into the desired input at the present time which is followed by the
succeeding compensatory closed-loop system (control of handle system), (iii) the
third transforms the input pattern ahead into the desired velocity at the present
time which is followed by the similar closed-loop system (control of accelerator
system). We discuss the mechanisms of these block diagrams in the following.

Though the input in the experiment is given as a function in space, it is natural
to assume that what greets the operator’s eyes is the time function transformed
through the instantaneous tracking velocity. That is, the input curve Y 4(0);



108 K. Ito and M. Ito

1

~05 0 05 10 (se0)

Fig. 6. 5. Self-paced preview control model.

¢

cel[x(l), x(t)+xr] within the preview length at the time ¢ is transformed into
the input Y,{(r) in time through the instantaneous velocity V (¢). Then the relation
between ¢ and r is defined by

r=¢+(c—x(2))/V (), (6—4)

where t €[, t-+1t5], tr=xz/V(t). In the other words, Y,(r) is obtained when we
go ahead within the preview length with keeping the preview velocity V (¢) constant.

Next, we have to discuss the methods which define the control signal Uy (¢) of
the handle system and the control signal Ux(¢) of the velocity control unit on the
basis of the future input pattern Y ,(r). Since the input has been already given as
a time function at this step, the handle system is forced-paced preview tracking
tasks. Therefore, the preview model in the preceding chapter is applicable to the
handle system without any modification.

On the other hand, the desired velocity of the accelerator system is defined
from the future input pattern Y,(z). We assume here that the operator decides
the control signal Ux(f) only on the basis of the future input pattern Y,(z). Then,
the block @ which transforms Y ,(r) into the desired velocity V4 (¢) is defined by

t+tr
t—1ts

m(i):S p(c—D)[(1—a)|dY o ()|+a|dDY ,(=) ], (6-5)

Va(t) =V exp(—m(1)), (6—6)

where, DY 4(8)=1m[Y () —~Y(¢(—h)1/h. « is the weighting coefficient and
t—=+0

tr(=xz/V (1)) is the preview time. V, is the velocity when m({)=0, i. e., when
the future input Y,(¢) makes no change. Egs. (6—5) and (6—6) are empirical
equations obtained by the facts that there were negative correlations between the
tracking velocity and the absolute value of the input time derivative. The second
derivative is included to make possible to deal with the input such as triangular
wave. In case of triangular waves, if only the first derivative is included, m(Z)
does not change even at the apex.

Eq. (6—5) is the extended convolution integral, but the shape of the weighting
function ¢(#') is not yet given. We are unable to identify the shape directly from
the experimental results. However, the block @ must be able to compensate the
delays of the operator himself and the velocity control unit. Therefore, we assume
the shape of Fig. 6. 6 which has a peak value around #'=0. 25 sec similar to Fig. 5. 8.
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The point is different from Wit,(#') that ¢(') weights not only the future value
but also the past value of the input. Let ¢(#) has a value only toward the future,
then it should be noted that the stepwise variations of the input function produces
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Fig. 6. 6. Weighting function #(#') into the future and the past.

AN
the uncontinuous desired velocity V4(¢) as seen in Egs. (6—5) and (6—6). However,
since the operator knows well the dynamic characteristics of the velocity control
unit, it is not natural to assume that the operator has an uncontinuous function as

the desired velocity f/\d (t). Therefore, ¢(t') has a value toward both the past and
the future.

Considering that the operator controls the accelerator to follow its /ﬁd(t), the
closed-loop system bscomes a servo system, 1. e, compensatory control system. It
can be approximately represented by the conventional model of the operator with
unpredictable type inputs. Crossover model is adopted here again.

In the present preview control model, when the tracking velocity is slow, 7y is
large, and in consequence the input pattern is prolongad on the time axis. Con-
versely, when it is quick, the input pattern is compressed. Since the weighting
function Wtf and ¢ have a peak at #'=0.25 sec, in the former, attention is paid to

the input near the present point, while, in the latter, to the input more ahead.
This coincides well with our driving sense. When the portion of large variations
of the input curve comes into the preview length, the velocity begins to slow down.
The nearer it comes to the point at 0.25 sec ahead, the more the velocity slows
down. Thus, the input curve is transformed into a gentle slope function on the
time axis, and in consequence, the operator need not to quickly manipulate the handle.

Fig. 6. 7 shows the computer simulation of the self-paced preview model and
the comparison with the operator’s response, where the input is random signal.
Model parameters are given as V=310 (about 9 cm/sec on the screen) and a=0,
i. e, m(t) is computed in terms of only the first derivative of the .input function.
In case of the inputs other than the random signal, only the correlation coefficients
between the model’s outputs and the operator’s responses are shown in Table 6. 1.
The correlation coefficients Cy.y, between both the velocities lies in 0.7 to 0.9

and the ones Cy.yM of the handle outputs are almost 1. The simulation results

show to fit in well with the operator’s response.
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Fig. 6. 7. The computer simulation of the self-paced preview model and the

comparison with a trained operator’s response (random input).
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Table. 6. 1. The correlation coefficients between the model's
outputs and the operator’s responses.

Input Cr.vy Cr.yy
M-sequence (Y i) 0.88 0.98
Trapezoid (Y.a) 0.74 0.99
Semicircle (Ys) 0.72 1.0
Triangular wave (Y¢) 0.68 1.0

6. 5. Summary

The following facts on self-paced preview tracking have been drawn:

(1) When the performance index includes both the error and the time required,
the operator seems to decide the mean velocity such that the input bandwidth is
not exceeding 3 rad/sec and the desired preview time is ensured.

(2) In addition, the instantaneous tracking velocity has large correlation with
the variations of the input pattern which the operator sees at the present point.

(3) As the preview length becomes shorter, the operator tends to change the
tracking velocity later for the input’s change.

(4) We proposed the self-paced preview control model composed of three sub-
blocks; i) the first transforms the input course as a function in space into a
function in time, ii) the second transforms the input pattern ahead into the desired
input at the present time, which is followed by the succeeding closed-loop system,
iii) the third transforms the input pattern ahead into the desired velocity at the
present time which is followed by the similar closed-loop system. The computer
simulation shows to fit in well with the operator’s responses. When the velocity
is slow, the preview model pays attention to the input near the present, while
when it is quick, to the input more ahead.

It remains, however, to consider the relation between the performance index
and the mean velocity, and the mutual interference between the handle and the
accelerator systems. It is also an interesting problem to extend to the three dimen-
sional input pattern.

7. Conclusion

In the present paper, we discuss the tracking characteristics of the human
operator in functional aspects. First, according to how man obtains the information
about the input in the future, manual tracking systems were grouped into three
classes; predictive, precognitive and preview control systems, the structures of
which were analyzed from a view point of the tracking control theory. Then, when
the operator sees only the instantaneous error, we experimentally investigated how
the tracking bahaviors varied from precognitive control to predictive control with
input signal regularity (coherence). In the chapter 4, further, we attempted to
mathematically describe the precognitive tracking behaviors of the operator and
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made the control structures clear. The idea of precognitive control had been
proposed from early on. However, the experimental results of the control perfor-
mances and the frequency characteristics etc. were paid attention to and the control
structures were not refered to.

Next, we analyzed forced-paced and self-paced preview tracking tasks on the
basis of both the experiments and the control theory, and the following conclusions
were drawn: (1) The utilization of the future input by the operator has much
effect on compensating the phase delay of himself and the controlled element. (2)
The future input slightly beyond ¢;=0.5 sec ahead is scarcely utilized. (3) The
preview behavior of the human operator is not a feedfoward control. Rather, it is
a feedback control with a touch of feedfoward because of his uncertainty. If the
preview time is short, however, it has been found that the operator must behave
as a feedfoward system to obtain the necessary phase lead. (4) In case of self-
pacing, the operator decides the mean velocity such that the input bandwidth is not
exceeding 3 rad/sec, and in addition, the instantaneous tracking velocity has large
correlation with the variations of the input pattern which the operator can see at
the present point. (5) The forced-paced preview behavior of the operator can be
represented approximately by the model which consists of a series connection of
the feedfoward block processing the future input and the closed-loop portion having
compensatory behavior. (6) In case of self-pacing, we add the block which trans-
forms the input course in space into a function in time and the one which trans-
forms the future input into the present time.

In the future, it is expected to apply these results to the tracking mechanisms
of robots and automatic driving cars, and synthesis of biped locomotion.
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