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Abstract

This paper reports a method for estimating human spine
posture using the front and side views of a human body
taken by a video camera. We present here a new 3D
model to estimate the spine posture using connected verte-
bra spheres. In this model, each vertebra forming the spine
is approximated as a sphere. The spine is approximated as
a series of spheres connecting each other. Each sphere has
the control points to represent the outer shape of the body.
The spine posture is estimated by moving the sphere and the
control points. The estimation is performed by calculating
matching ratio between a projected image of the model and
an input image. X-ray CT slices are used for the construc-
tion of the model. We applied the proposed method to real
© human images. The experimental results showed that our
3D model worked reasonably for estimation of human spine
posture based on real human images.

1 Introduction

In the computer animation field, posture estimation of
the human body is a useful technique for generating anima-
tions automatically. Suppose that we generate an animation
of a human motion. Current systems generally generate mo-
tion sequences by arranging a basic data of motions such as
walking or running. The basic data should be prepared on
the system in advance. Users generate complex motions
by modifying these data manually. However it is usually
difficult to make appropriate data for generating naturally
looking motion. Also it spends a lot of time or cost. One
approach to solve this problem is to use a motion capture
technology [5]. For using typical motion capture systems,
the user should wear special suits including markers for de-
tecting motion by an optical equipment. If we could directly
estimate the human motion from video images, these incon-
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venient situation would be solved. It could be possible to
generate a real animation based on a actual human motion
easily. In such a system, the posture estimation based on
conventional video images plays an important role.

Many human models are proposed for estimating the hu-
man posture. In these models, each part of the human body
is approximated as a cylinder or an ellipsoid [10, 7], a poly-
gon mesh [2, 11] and more complex object such as mela-
ball [8]. Postures are generated by controlling the positions
of cylinders or ellipsoids and the joint angles. Some mod-
els are available for tracking the human motion from video
sequences [1, 3, 4, 8, 9]. Boulic et al. [9] proposed the
anatomically correct human body model: This model has
31 anatomic joints and totally 62 degrees of freedom.

But these models are not available for estimating spine
posture with a non-rigid or a flexible structure, since each
segment is controlled under simple kinematic constraint. In
particular, it is impossible to consider the structure of the
spine such as the shape of a vertebra. To estimate the spine
posture, the model needs to approximate the human spine
precisely. In addition, the model should include the outer
shape of the human body since the human spine is invisible.

This paper describes a new model and a method for esti-
mating a spine posture from human images taken by video
cameras. In this model, the spine is approximated as con-
necting spheres. Each sphere has control points that defines
the outer shape of a body. By constraining the movement of
spheres and associated control points, it is possible to esti-
mate a spine posture by performing matching between the
outer shape of the generated model and the input image. In
Section 2, we briefly describe the concept of the spine pos-
ture model and its construction procedure. This section also
provides basic rules to constrain the movement of the ver-
tebra sphere and associated control points and methods for
generating actual postures such as bending and twist pos-
tures. Section 3 shows processing procedures for estimating
postures from video images by using the proposed model.
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Figure 1. Concept of the spine posture estimation model.

In Section 4, we show experimental results of application to
real human images and discussion.

2 Connected Vertebra Spheres Model
2.1 Overview

Our Spine posture estimation model consists of con-
nected spheres and control points as shown in Fig.1. The
connected spheres are formed by a series of vertebra spheres
that approximate the vertebrae. Postures are generated by
rotating these spheres and moving control points under the
constraints defined in the following section.

Each vertebra sphere is associated with control points for
representing the outer shape of a human body. These control
points are placed on a control plane associated with each
vertebra sphere as shown in Fig.2. As a vertebra sphere
rotates, the associated control plane rotates, and the control
points on it rotate accordingly. This operation is repeated
for all the vertebra spheres. The 3D shape of a human body
is obtained by forming polygons based on the control points
on adjacent control planes.

We use three dimensional (3D) X-ray CT images of a
whole human body to construct an initial model. It is dif-
ficult to take CT images for only the purpose of the pos-
ture estimation because of an influence of radiation expo-
sure and the cost. Therefore, we construct a generic model
by using a set of CT images provided by the Visible Human
Project [6]. A personal model is generated by deforming
the generic model in the estimation process. The generic
model is constructed by the following processes. Firstly,
bone regions are extracted from input CT images by thresh-
olding. We obtain the front and side views by projecting the
extracted regions. The center and the radius of each verte-
bra sphere are determined from these views manually. The
control points of each sphere are located on the contour of
the subject person every 30 degrees manually.
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As shown in Fig.2, we denote the i-th vertebra sphere as
S;(i = 1,2, ...,n), where S; and S, correspond to the waist
and the neck position, respectively.

2.2 Rotating vertebra spheres and control points

We give the limitation against the movement of the ver-
tebra spheres and control points. Only two primitive opera-
tions are allowed to our model under the constraint.

(a) Rotation of the control points around a certain axis

This operation is to rotate control points associated with a
vertebra sphere around an axis. Now let us consider the
rotation of the control points of S;., through the angle 6 as
shown in Fig.2(a). The rotation axis is defined as the line
that passes through the center point of S; ;. This axis is
perpendicular to the plane made by control points of S;41.
The control points of S;(j = ¢-+1, ..., n) are rotated around
this axis.

(b) Rotation of both the vertebra sphere and the asso-
ciated control points

This operation is to rotate both the vertebra sphere and con-
trol points. The movement of each vertebra is limited so that
it can roll only on the adjacent spheres. A vertebra has two
degrees of freedom under this constraint. Consequently, this
operation needs two parameters, the direction and the angle
of rotation of a vertebra sphere.

Now let us rotate S;,; through the angle ¢ against S;.
Siy1 is rotated through the angle ¢ around the center of
S; as shown in Fig.2(b). The control points of S;; rotate
around a center of S; by the angle ¢ that is calculated by
the following equation
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Figure 2. Rotational operation of vertebra spheres and control points.

where r; and 7y ave the radius of S; and S;y,, respec-
tively. The whole set of spheres S;(j = @ + 2,...,n) is

ot I : ot in thic ratati -ati Connected Vertebra
treated as .11” it Welg El.SOlld iject in this lotaglon op'ellatmn. Spheros Model
As the solid object rotates, the associated control points also (Generic model)

rotate accordingly as shown in Fig.2(c).

Front and side views of » Generation of
@anding posture ) the personal model

3 Posture estimation

~ Fig.3 shows the processing flow of the spine posture es- Coggﬁgfgg \,\ﬁ%réeé?ra
fimation. (Personal model)
3.1 Generation of the personal model Front and side views of - .
P actual posture lEstlmatlon of the spine posturel
The modelfor esumau,ng theT spine posture is gener'ated D coordinates of each vertebras
based on a subject person’s CT images. We need to deform and control points

the generic model so as to fit it to a subject person’s outer ‘

shape. ' Figure 3. Flow of the spine posture estimation
The input is given to the system as two images of the

front and side views of human body taken while the subject

person keeps standing posture. These images are taken by

two video cameras as shown in Fig.4(a). The width Dy, the
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Figure 4. Generation of the personal model.

thickness D-, and the height D3 are measured on the ac-
quired images (Fig.4(b)). The generic model is transformed

to the personal model by adopting the following deforma-
tion operation,

X3 D1 /dl 0 €T
i Dy /d» Yi
I ha D3 /ds zi |’
7 0 D3 /d3 ' ’Iz
3 3 @
c Dy /dy 0 cd
Gl |+ Dy /ds i, ®
c¥ 0 D3 /Cl3 C?

where (2,9, 2;) is the position of S;, 7; the radius of Sj,
(ci,cH,ci) the position of the j-th control point of ;.
dy,ds and dg are the width, the thickness and the height
of the model, respectively.

3.2 Generation of postures

The process of the posture generation consists of two
stages: (a)generation of postures by applying two primitive
operations to the model, (b)generation of the outer shape of
the model by making the rectangle polygons with adjacent
four control points. The actual postures are divided into two
types: basic type and composite type.

The basic type postures are composed of flexion or ex-
tension, lateral bending and twist. The basic type postures
are generated by iterating the primitive operation. The pos-
ture with twist is generated by using the operation described
in 2.2(a). The operation described in 2.2(b) supports the
generation of two postures with flexion or extension and lat-
eral bending by exchanging the rotational direction of the
vertebra sphere. Suppose that we generate the posture of
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flexion. First, S;4 is rotated against S; by using the opera-
tion described in 2.2(b). Next, S;.1» is rotated against ;.
in the same way. Thus, the posture of flexion is generated
by applying this operation to the vertebra sphere from S;;
to S, sequentially.

The composite type postures are formed by combining
basic type postures. First, the posture with flexion or exten-
sion is generated by the operation described in 2.2(b). Next,
we generate the composite posture with flexion or extension
and lateral bending by applying the operation described in
2.2(b) to the posture obtained by the previous step. Finally,
the combination posture is generated by applying the oper-
ation described in 2.2(a).

3.3 Posture estimation

Our method uses two images as shown in Fig.4(a) since
the portions of the body invisible in one view are obtained
in another view. Two cameras taking the input images are
placed at the same position and direction when they were
used in the preprocessing. The method for estimating the
spine posture is described as follows.

We use the number of pixels in the exclusive regions be-
tween the two regions, the external regions of the model
projected onto the image plane and the silhouette region to
measure the matching ratio of the posture.

First, silhouette images corresponding to two input im-
ages are generated. At this time, the position and the ori-
entation of the model are arranged where the model’s waist
corresponds to the waist on the silhouette images. Next,
the posture candidates are generated by using methods de-
scribed in 3.2. The rotational angle parameters 6y, 8ide
and ¢ needed for using the primitive operations are set once
before the posture estimation procedure. From the given pa-
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Figure 5. Connected Vertebra Spheres Model. (a)Model’s outer shape and spine posture with stand-
ing. (b)Model’s outer shape and spine posture with left lateral bending.

rameters, totally 729 sets of the parameters are made by the
following equations,

O =05 x n, C))
@side = eside X1 ("4 <n< 4)) &)
D = ¢ xn. 6)

FFrom each set of the parameters, posture is generated by ap-
plying the method of posture generation. Finally, the outer
shapes of all the models are generated, and are projected
onto the silhouette images. The matching ratio between the
silhouette and the outer shape is evaluated, and the posture
with the highest score is estimated as the current posture.
The outputs are the 3D coordinates of each vertebrae and
the associated control points.

4 Experimental results and discussion
4.1 Generation of spine posture estimation model

Fig.5 (a) shows the spine posture estimation model gen-
erated by the method described in 2. Fig.5 (b) shows a left
lateral bending posture generated by applying the method
described in 3.2.

4.2 Evaluation of spine posture estimation

We applied our proposed methed to the real human im-
ages to evaluate efficiency of spine posture estimation with
our model. The input are front and side view images taken
by the two digital video cameras (SONY DCR-VX1000).
These are located in the position so that their optical axes
are orthogonal. The image size is 640 x 480 pixels. To-
tally 69 couples of images were examined for evaluating
the proposed method. As our model currently does not in-
clude arms, a subject person has to fold his arms on head

Table 1. An estimation resulit.This table shows
the number of times that we have estimated
the posture correctly.

Number of times
Flexion 10 (43.5%)
Left lateral bending 9(39.1%)
Twist 1 (4.3%)

to avoid its influence on the performance of the estimation.
Fig.6 shows an example of the tested images.

Since we can not currently find out the really correct
spine posture, we compare the obtained body silhouette
with the subject’s silhouette in order to evaluate the esti-
mation result.

Table 1 shows the experimental result and Fig.6 shows an
example of estimation result. The gray area at the center of
image corresponds to the external silhouette of the model,
and the connected spheres through the gray area correspond
to the estimated spine.

Our method was run on an SGI Octane (R12000
300MHz), and the computation time is about 23 seconds.

4.3 Discussion

It turned out that the flexion posture can be estimated
correctly as shown in Fig.6. Since the spine is modelled
as the connected spheres, our model is able to represent a
bending spine with a flexible structure. Also we can esti-
mate the invisible spine posture by using the video camera
images that are available easily. This is the main advantage
of our method.

Fig.7 shows a failure example for estimating the bending
posture. We can see that the bottom portion of the model is
exposed. Since the model does not currently include a un-
der parts of the waist, an orientation of the bottom portion of
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Figure 6. Experimental result to estimatih‘guforward bending. Left side column shows a couple of the
input images. Center column shows silhouette images corresponding the left side column, Right
side column shows the estimation results. This image displays by overlapping a spine posture on

the image of the model’s outer shape.

Figure 7. Examples of failure estimation of bending posture.
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Figure 8. Examples of failure estimation of twist posture.

the model affects the measurement of matching. To avoid
this influence, we used a couple of images so that the oc-
cluded area can be complemented mutually. However, the
estimation result was not improved. This indicates that the
measurement of matching is affected by the bottom portion
of the model, rather than the difference between silhouette
and the external of the model. !

1t is difficult to estimate the twist posture. Since people
usually wears the clothes and his clothes occlude the con-
tour of his own body, its silhouette vary only little in twist
posture. Fig.8 shows a failure example in this case. The
body of the subject in two silhouette images is like a cylin-
der, and the estimation is failed for that influence.

From the discussion described above, it is reasonable
to use the neck and the waist position for the estimation
in addition to the sithouette information, In this approach,
we first extract the neck and the waist position from in-
put images by a method applicable to estimating a posture
of whole human body. Based on the information thus ob-
tained, the connected spheres are deformed under the fol-
lowing constraints, (1) both ends of the connected spheres
are located on the positions of the neck and the waist, (2) the
external sithouette of the model fits to the input sithouette.

5 Conclusion

In this paper, we have proposed a model and a method
for estimating a spine posture from two images taken by
two video cameras. This model consists of the connected
spheres that approximate the spine and the control points
associated with each sphere for representing the external
shape of the human body. By using our model, various
postures were generated. In the processing of 69 pairs of
real human images, we found fifteen pairs were estimated
correctly.

As future work, we need to examine more images to val-
idate efficiency of our estimation method, to improve the
model for representing the actual human posture more pre-
cisely.
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