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number of customers) Moreover
services because they incorporate:

emand processing; i.e., customers can call transport vehi- vance of departures from a‘de )

es anytime and get on/off anywhere. However; in the ex-

ting circumstances, the demand-bus system is still on the

elopzng Stage In thzs paper, we cZassy‘j: the demand-bus €

dynan:uc demand bus system in.an uf
transport areas and a large number of.c

Tri' these yeafs ‘theré’s been ‘an iricrease of reséarch in
intelligent ﬁansportauon system (ITS) [8].'New real-time
ocation technologies such as global positioning systems
and, wireless telecommunication . systems enables t6 gain
qmckly access to positioris of mobile objects Tt “seems
that his progresses will bring about a ¢hange in transporta-
tion services. One of the new: :tranSportation ;services is a

emand-bus systém [9, 6, 7, 5]. The most important feature

. of'the syétem is ondemand processing;i.e:; customers can
all transport-vehicles anytime and get:61/6ff anywhere. In

‘ the system; real-time: decisions ‘is. required to-quickly pro-

- cess fleet management, traffic assignment,-and others. imated by a number of stralghtlmes 15 reduce Comfitnica-
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tion costs between vehicles and the server. The method for
scheduling problem is based on either taxi concept or share-
ride concept. '

The remainder of this paper is organized as follows:

Section 2 defines the problem in our work. In Section 3,
we classify the demand-bus system into two types: semi-

3: ‘1%

demand and full-demand. Section 4 ‘provides assignment : -
. and scheduling methods to solve the dynamic demand-bus ..

problem. In Section 5, we report simulation results and con-

sider effectiveness and poss1b1hty of the demand bus m ur— : o

ban city.

2. Problem Setting

The problem in which a ﬂeet of vehicles 1§ routed inor-

der to visit distributed customers is called Vehicle Routing

. ure 1,:Wesalso;denot

Problem (VRP). Depending on the types of demands (i.e:,: -
pre-reservation type or on-demand type), the following two - °

categories exist: Static Vehicle Routing Problem (SVRP)
[1, 12, 13, 10, 4, 3] and Dynamic Vehicle Routing Prob-
‘lem (DVRP) [2, 11]. The most of existing demand- bus sys-
tems belong to the ﬁrst category. On the other hand, .our
work: belongs to the latter ‘category. In this section, we for—
mulate the, problem of our work.

2.1. Road Nete_vork ‘
Aroad network is based on the concept of graph G whlch
consists of nodes N and edges E as Equation (1). For sim-~

plicity, we assume that each transport vehicle is located on
any of nodes

W.E)

N = {nyng, -} G
E = {e=

(n,-— z) 14,7 EN} C e
2.2.. Customers

A customer is gwen by cwho wa.nts to travel from 4 cer=
tain node to other node as Equanon (2). The posmon of &
customer at time ¢ is denoted as ¢(t) which:is, a:pairofiz
and y coordinates. We assume that €ach customef walks 4t
a fixed speed |&]. The demand.of a customer isdenoted as

D(c) which contains start node 1, ride-on node Ty drop—
off node n4 and goal node n4 as Equatron (3) oy

— h C= {61702) N ,Cn:}‘ ' . (2)
o o) =(e®), cy(t), lél),.
(ns:nhnd)n_f]). (3)
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2.3. Vehicles

A transport vehicle is given by a moving point v which -
#; tranisits .on' the road network. The pos1t10n of avehicle a
" time ¢ is denoted as v(£) which is a pair of  and y coordi.
nates. The velocity vector of a vehicle at time £ is denoteq
as-%i(t) which is a pair of speeds in = and y directions.

,x

| V {vr,’vz, -y vk}
..%v (t) ('Ua: (t) y Uy (t))
H -‘(t) ('U:z: (t) ) 'Uy (t))

- Each’ véhicle has a time-parameterized queue Q(v t)
‘which shows:delivéry: IS for customers at time ¢ in Fig-
he:: antlcrpated future traveling dis-

tance of a vehicle. at time £ as ]Q(’u t)|. The ride-on nodes
and drop oﬁ' nodes of custonners are inserted into the queue,

@

d3

T

'8 nsider objectives of our work: -Generally,
ofplicatetrade-off’ rélation between usability

example ‘transport vehicles have to visit cistomers one by
i ordet to minimize time mtervals of customers from
gettmg~on to getting-off. Howevet, it causes thie increase of
traveling distance for vehicles- (i.e:, fuel: cost) In this pa-

_ per, for simplicity we defirie the tifné sequence of customer
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which is composed of walking time T'y,q1x(c), waiting time
Toweit(c) and riding time T;4¢(c), shown in Figure 2. We re-
gard to minimize the interval of the time sequence as usabil-
ity for customers, and the traveling disfancé of vehicles as
profitability for transport companies. Consequently, the ob-
jective function of our problem is deﬁned as Equatlon 5).

mm(}j(Tmzk(c) + rymt<c)'+T' de(c» jl- Z lQ(v o) ©

ceC IR

.In thls sectron, the classnﬁca’aon of the demand bus sys-
tem is described. The way:for the classification depends on
types of bus stations; i.e:, the positions where customers get
on and off the transport-yehicles. -
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Twalt . ;Tride . t

~Figure 2. Time sequence of a customer

Semi-Demand

‘ etvsfprk as Equation"('6). ' : - ,

©

g =§{315-32, e Sm}
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Consequently, the demand of a customer in semi-demand
type is given:by. Equation (7).. Each customer walks from
start node ng to nde-on node s, to getona vehicle. Then,
the vehicle transports him from ride-on node s to drop-off
node sq4. Fma]ly, the customer gets off the vehlcle and walks
from drop-oﬁ' node sd to goal node ng.

L

D(C) = (ns ¥ .ST‘; 3d7ﬁg)
ngi,'ﬂg’ EILN: Sry8d ES

3.2. Full-Demand

In the full-demand type, the positions where customers
‘get on and off are_not fixed. Therefore, the full-demand
type enables more flexible transport sefvices than the semi-
- demand type. However, there is a key problem' “where cus-
tomers should get on and of 7. The sm:\plest method for
the problem is that transport vehwles visit Start node n s and
goal node n4 as Equation (8). Custorners shoild just wait
for arrival of a transport vehicle at the start node.

Ai D(C) (nsxnsvngyng) 1{;..r.,.1-:t}

 Mgyng €N

However, customers ¢an move by walk until the trans-
port vehicle arrives. hus; the selection of appropriate ride-
on and drop-off nodes-from the road network may increase
overall performance. of thetransport system.~The alterna-
tive method for, the problem. is: that ‘both a' customer and a
vehicle go-to a meeting node (i.e., ride-on fdde niF); then
the vehicle transports the:customer to a separating “poirt
(i.e., drop-off node n4), and finally.the customer walks to

“the goal node ng. However, it is difficult to find efficient
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meeting and separatmg points without time-wasting heuris-
tic searches. Thus, in this paper we only consider meeting
points as Equaﬁon 9. Moreover, we propose a simple algo-
rithm to find méeting point usmg anticipated.future routes
of transport vehmles in the next section. =

and the schedulmg problems to reehze the demand-bus sys-
tem.

4.1. Assignin'g

the rates of lerigth l /L between end-nodes and other nodes
are calculated, and the node w1th mammum rate is selected
as shown in (a). The récuisive process is repeated until all
of the rates are no'more thénthe threshold w,.and results-
in approximated future toute shown in (b). Needless to say,
the degree of approximation depends on the threshold w, so
that we must determine the threshold w in con51derat10n of
comxﬁumcaﬁeh mfrasfructure (e g. number of transport ve-
hicles, communication band, and processing performance).
In the semi-demand type, the assignment method is very
simple. A néarest reighbor station by a customer’ is selected -
as a ride-on' néde. And, the custorner is° ass1gned t6-the’ se-
lected nearest véhicle by the ride-on node. ¢ ‘
“In the full:derhand type, first, ‘each customer is%
to a vehicle according to the followinig process. Here, We 4
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-nodes and other nodes

define a reachable circle of 2 customer or a vehicle tite ¢
‘later as a time-parameterized circle with spread spéed || or
9] shown in Figure 5. A node on anticipatéd futiire roufe,
‘which is overlapped the reachable circle with't ="'+ 1
of'a customer, is'searched. If ciistomers dssignéd to 4 vehi-

- 'cle are empty, a reachable circle of vehicles is séatched in-

stead of the anticipated future route shiowii in Figure's. This
-process is repeated until the overlapped reachable circle 'or
node is found. SR LA

" 1=3

s

Figure 4. Reachable c;it_clé of a customer ~

;= Next, a ride-on node is selected on the basis of a. posi-
tional relation between the assigned customer and the over-
lapped reachable circle or node. There are three cases for
selecting ride-on node. The first caseds that the overlapped

_ ;@gdh@ble circle is found (i.e., the customer js assigned to
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able:circle of the:customér arid the reachable circle ﬁ€~a«ﬁ;&

le) in Figure 5. Nodes in the overlap area be.

pty vehicle :
‘een reachs ble circles are filtered as candidates for ride-op

" nods nodg;which:,is-closest; to drop-off-nodes selecteq
from the candidtes as a'tide-on Hiode. Congequently, bot

' ;t.::!:he_cuétqmer and the‘v}é'hiéle approach to the ride-on node

- to reduce waiting time T'4;.

i Bopltpint 2t fi 3

3

: R PR

" Figure 5. Case 1: em'pt'y'\;l.é’ﬁiclé_'_ ‘:

IR [ P

" "The sec¢ond case is that the oxérléppc& ‘ﬁpdq is fc upa zfnd
the customer can arrive at the ‘overlapped node earlier than
the vehicle in Figure 6. In this case, the route of the vehicle

_is not changed, but the customer-has to wait for arrival of

‘the vehicle on the overlapped node as a ride-on node,

16 15

8 a7
. fideon point

Figure 6. Case 2: customer can arrive earl'igé:l;f '
.7« than vehicle » : T h

+ The third case is that the overlapped node-is. foldand 4
the-customer cannot arrive-at the dverlapped node ‘eailiér
than the vehicle in Figure, 7 In this case, the Totite-‘ﬁfihﬁfe_‘éi
hicle.is changed.to*visit ride-on node for the customes. THE.
selection method is. the almost -same: as the first :case s
pect.that nodes are filtered in overlap area -betweer réaght.

- M




Figure 7. Case 3: customer cannot arrive ear-
lier than vehlcle

> erburdened assignment for the asmgned customer 'Table
shows the mﬁuences on ndmg customers before a351gn—

taa | Case | Twait
. 1 w2
2 —_—
3 —

i

~ Table 2. Influence on riding customers

4.2. Scheduling

A scheduling method provides an answer to the question
“how delivery order for customers js scheduled?”. We in-
troduce two concepts for this question: taxi and share-ride
concepts. Both ride-on node n, and drop-off node ng of
assigned customers are inseited to the Ume-parametenzed '
queue on the basis of the concept. The delivery order of the
queue directly affects waiting time T',qi; and riding time
Tride. Moreover, there is a trade-off relatlon between wait-
ing time Tyq4¢ and riding time* T'rzde- '

Taxi Concept Vehicles try to transport customers one by
#737 one, -1, - : :

331de Concept: Vehlcles fry to reduce travehng dis-
- tzinc ' izvhenever p0331ble As, a result there is a possi-
b111ty that vehicle takes eucultous routes for a certain
customer.

5. Experiments

" This section reports the results of experiments which
compare six patterns shown in Table 3. We evaluated six
criteria: rate of arrival customers, traveling distance, wait-
ing time, riding time, total time and walking distance. In this
expenment full-derhand type transport system incorporates
assignment method in casé 1 so that the implementation of
other cases is our future work. We set our experimental en-
vironment as follows. The road network of 1000 % 1000
pixels, which contains 986 nodes and 1165 edges, is a part
of Nagoya city in Japan. The stations are selected from the
road network randomly.. The delivery demands are gener-
ated by 10% in each time. The start and goal nodes of each
demand are selectéd from the road nétwork randomly. The
délivery process is repeated until max time T’ 4. Other pa-
rameters are shown in Table 4. '

~ : Figure -8 and. Figure 9:show the average rate of arrival
customers and the dverage of fraveling distance for transt
port vehicles. From these results, share-ride concéptcan in+
Grease the rate of arrival customers and decredse the travels
ing distance, also these trends ~are'especia113bpro'mi;1entéiﬁ
a small number of vehicles. These trends indicatethatiour
taxi concept in an urban city needs a more nuniber of trans:
poit vehicles than share-ride concept: Moreover; full
demand type shows lower rate of arrival custome 5 than th




Pattern | Type | Concept | Number of Stafions sho =
1 full taxi s - s000
2 full | share-ride |- - -~
3 semi | taxi 10° -
4 semi | share-ride 10 i
5 olsemi |taxi. . |, 20 T . 7500-..
6 semi | share-ride 20 S 000
Table 3. Expenmental patteris - sse0 ——
eo0 b - # 1t Rl Share
- REX Soml Taxi Saf
> - mwm Semi Share Se1g
- 5500 " : m=ron SemiTaxi a0 |
P -t Semi Share Sa2p
E | 5-10 o .
. [9]._| 20 pixels | PR ’ ) ° "
| : | 4 pixels
Tmaz | 20000 | ..o - ¥
w, 0.2 S
Table 4. Parémeter setﬁng. . -
- - 3500 = i - i - " '—-lFu!led
- T + 1 ¢ FulShare
setni-demand type. The reason is that the load- balancmg for 000 _ wam Somranon

mwm Seri ShareSatd |

delivery among\vehlcles is difficult because of their flexi-
ble travelmg raiites. For the sare'réason, the selm-de PR
type (20 staﬁons) ifidicates more similar results to fhe full-
demand type ‘than the seml-demand type (10 statlons)
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Figure 8. Average rate of arrival customers,

DR

-Figure 10 and Figure 11 show the average of waltmg
time and the average of riding time for customers. We can
see. that there is a trade-off relation between waiting and

riding time. In the experimental. patterns, patterns 3 and 5 *  In this paper awe focused on the dynam1c transport ser-
(semi-demand, taxi concept) show good results:compared vice ‘which is called demand-bus systém.. The most impor-
with other patterns at the first view; However, this trend im- ‘tant feature of this service is on-demand progessing, but ex-

plies the increasing of walking distance from start noden; - f-1stmg systeni IS;ShJ.l on theﬁevelopmg etage Therefore our

toride-on:node n,. and ﬁom drop-off node 1.4 to goal node +‘paper examined thé realization of the dynamic demand-bus
Ng. . . : ; ) ..+ cuimsn, SPService in the large transport area for a large number of
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ustomers. We classified the demand-bus system into two
types: semi-demand and full-demand, on the basis of bus
tation types. Moreover, we proposed methods to solve two
eal-time problems: assigning and schedulmg Finally, we
eported our simulation results.

In the future work, we have to consider load-balancing
among vehicles. Furthermore, we want to simulate ourap-
roach in our real life environment.
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