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Abstract| For transmission of video sig-

nals, it is important that system allows cer-

tain degree of 
exibility in bit rate as well

as quality depending upon a requirement of

media and channel conditions.

In this paper, we discuss a hierarchical

transmission of Hu�man code using multi-

code/multi-rate DS/SS system to realize


exible transmission.

We �rst discuss and show that structure

of Hu�man code tree directly expresses hi-

erarchical structure and parallel transmis-

sion of Hu�man code can achieve hierar-

chical transmission. By assigning di�er-

ent transmission data rate, it is possible

to transmit di�erent amount of transmitted

information from each of stratum. Further,

we show a quality of each of stratum can

easily controlled by an appropriate power

distribution to each parallel transmission

branch.

I. Introduction

In accord with a success of the cellular mobile

phone, demand for wireless transmission of video

signal is increasing. To realize a reliable video

transmission system in a wireless environment, the

studies on an e�cient source coding are drawing

much attentions. For source video coding, low bit-

rate coding of MPEG4, H.263, and so forth, have

been well studied. Hu�man code is employed in

such source coding scheme for transform coe�-

cient coding, or motion vector coding [1], [2].

A di�culty in transmission of a video stream

over the wireless channel arises from the fact that

the reliability of the channel is not good enough for

satisfactory video quality at receiver end. As video

coding scheme achieves drastic reduction in bits

by e�cient but complicated algorithms, it results

in weakness against channel noise. In fact, even a

single error may cause the whole video sequence

to vanish. This is mainly due to the loss of syn-

chronization. Variable length feature of Hu�man

code can easily loose its code synchronization. For

designing a transmission scheme for video signals,

therefore, one should design under the worst chan-

nel conditions resulting waste of channel resources

[3].

One proposal to realize an e�cient transmis-

sion is a hierarchical transmission of video stream.

If video stream is divided into a number of stra-

tum according to its video quality, 
exibility in

quality of video can be controlled by selection

of the appropriate stratum. Such a transmission

system has been considered for a satellite-based

broadcast system that brings high-quality digital

HDTV using multi-resolution 64-quadrature am-

plitude modulation (QAM) [4].

In this paper, we consider an alternate ap-

proach of a hierarchical transmission using multi-

code/multi-rate DS/SS system. We introduce

Hu�man code as an example of input to our

scheme and show the quality control of our sys-

tem in terms of \received entropy."

II. Hierarchical transmission

Figure 1 shows concept of hierarchical transmis-

sion of information. Hierarchical coder separates

the incoming bit stream according to the impor-

tance of each message. This divide the bit stream

into stratum.

From communication point of view, we charac-
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Fig. 1. Concept of hierarchical transmission

terize the stratum with the required transmission

rate and quality. The signal transmitted from the

upper branch contributes to the fundamental por-

tion and that from the lower branch contributes to

detail. Assuming that each of strata does not con-

tain the informations of the others, then quality

control can be achieved by selection of the number

of strata.

In this paper, we consider a parallel trans-

mission using multi-code/multi-rate DS/SS sys-

tem. The rate control is managed with assign-

ing appropriate processing gain and quality is con-

trolled with appropriate distribution of transmis-

sion power.

To understand our hierarchical transmission

system, we consider transmission of Hu�man code.

A. Hu�man Code

Hu�man code achieves loss-less compression

of the source message by a variable-length bit-

assignment algorithm based on the probabilities

of each message.

Suppose that we haveM di�erent and indepen-

dent message of X = fx1; x2; : : : ; xMg with prob-

abilities of occurrence p1; p2; : : : ; pM . For simplic-

ity, we assume p1 � p2 � : : : � pM and each of

p1; p2; : : : ; pM is the multiple of 1=2. In this case,

we have the length of Hu�man code or equiva-

lently self-information of each message.

The average length �I, or equivalently average

TABLE I

Example of Huffman code (H = 2.125)

Symbol pk Hu�man lk

Q0 2�1 1 1

Q1 2�2 01 2

Q2 2�4 0011 4

Q3 2�4 0010 4

Q4 2�5 00011 5

Q5 2�5 00010 5

Q6 2�5 00001 5

Q7 2�5 00000 5
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Fig. 2. Example of Hu�man code tree and its hierarchical

structure

information (entropy) H, is

Ii = log2
1

pi
(1)

�I = H =

MX
i=1

pi log2
1

pi

Hu�man code is employed in �nal process of

MPEG and H.263. It contributes to additional

reduction of bit streams. However, variable code

length of Hu�man code shows weakness against

channel error. Even a single error can turn one

code into another, creating additional errors.

B. Making Hierarchical structure from Hu�man

code tree

Suppose that a source has eight messages with

probability distribution given as Table I. Then we



have Hu�man code tree as shown in Fig.2. We

notice that branches of Hu�man tree diverge from

a node according to the probability of the code.

In other words, source information is divided into

subsets according to the Hu�man tree.

The sum of the probabilities of the node at the

same depth gives the probability of each node. If

we denote it as ptr;k, the probabilities of node is

ptr;k = f1; 1=2; 1=4; 1=4; 1=8g, respectively. The

number of nodeMtr equals to the maximumnum-

ber of bits of the Hu�man code word, which gives

the lowest occurrence probability. This is also the

depth of the node in Hu�man tree. For the case

of Fig.2, the depth is 5 and it requires 5 bits to

represent Q4 to Q7.

What is average amount of information of each

node? From the �gure, we observe each node

contains either 0 or 1 with equal probability. If

we consider the transmission of a sequence in a

long period of time, each of 0 or 1 would appear

with the probability of 1=2. This implies that the

amount of information is 1 (= log22). Further,

as the probability of the node is ptr;k, we obtain

the average information of node as same as the

probability ptr;k. From the �gure, we observe that

higher the node is larger the average information

is.

Taking sum of all the average information of

node, we obtain average amount of information,

Htr as

Htr =

MtrX
k=1

ptr;k (2)

where Mtr is the number of node. For the case

of Fig.3, we obtain Htr = 2:125 and the amount

equals to H.

As each leaf of the Hu�man tree represents each

of Hu�man code word, it is possible to repre-

sent the code by the nodes. Therefore, instead

of transmitting a Hu�man code word, transmis-

sion of node information can convey exactly the

same amount of information.

In this way, we can achieve hierarchical trans-

mission and we observe that the structure of Hu�-

man tree directly expresses a hierarchical struc-

ture of source information.
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Fig. 3. Hierarchical transmission of Hu�man code

C. Parallel transmission of Hu�man code

Now consider a simultaneous transmission of

information representing each node according to

Hu�man code. Then this equivalently transmit

Hu�man code in parallel. As the Hu�man code is

transmitted code-by-code, the code synchroniza-

tion can be kept which results no error propaga-

tion [6], [7].

Figure 3 shows the hierarchical transmission of

Hu�man code. The probabilities of each trans-

mission branch is ptr = f1; 1=2; 1=4;1=4;1=8g,

respectively. Di�erent probabilities mean that

each transmission branch conveys di�erent infor-

mation with a di�erent data rate. For this rea-

son, we consider parallel transmission using multi-

code/multi-rate DS/SS system.

III. Hierarchical Transmission of

Huffman code using

multi-code/multi-rate DS/SS system

Figure 4 shows the block diagram for the pro-

posed system. Input bearing information is �rst

fed to the Hu�man encoder. The parallel outputs

from the encoder are transmitted as the form of

DS/SS signal [5], [6], [7].

Let a1(t); a2(t); � � � ; aMtr
(t) be the spread-

ing signal assigned to the m-th bit signal of

b1;m(t); b2;m(t); � � � ; bMtr;m(t) Hu�man bit, respec-

tively. Let Tb;k be the bit duration of k-th branch

and Tc be the chip duration, then processing gain

Gk is de�ned as Gk = Tb;k=Tc. Note that as we
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Fig. 4. System Model

transmit according to ptr;k assigned to each of k-

th branch, we obtain the mean transmission rate

as Rk = 1=(ptr;kTb). We assume ptr;1 � ptr;2 �

: : : � ptr;Mtr
to simplify the discussion.

The data signal bk(t) and spreading signal ak(t)

are written as

bk(t) =

1X
m=�1

bk;m Tb;k(t�mTb;k) (3)

ak(t) =

1X
�=�1

Lk�1X
l=0

ak;l Tc(t� lTc � �LkTc)

where  � (t) is a rectangular pulse, and de�ned as

 � (t) = 1 (0 � t � � ), 0 (t < 0; t > � ) and the

number of chips in each period of the spreading

sequence Lk.

These signals are summed and transmitted as

the form of multi-code DS/SS signals, expressed

as

s(t) = cos(!ct)

MtrX
k=1

p
2Pkak(t)bk(t) (4)

where Pk is the signal power of branch k and

!c=2� represents the carrier frequency.

At the channel, noise n(t) is added, of which we

assume to be a white Gaussian process with two-

sided spectral density N0=2. The received signal

is, therefore,

r(t) = cos(!ct+ �)

MtrX
k=1

p
2Pkak(t � � )bk(t� � )

+ n(t) (5)

where � is the time delay and � is the phase in-

troduce at the receiver.

Assuming the perfect synchronization of carrier

and spreading code, we set � = 0 and � = 0 to

simplify the discussion.

The output of each branch for each of m-th

Hu�man bit is written as

Zk;m = Sk;m + Ik;m +Nk;m (6)

where

Sk;m =

r
Pk

2
wkbk;mTb;k

Ik;m =

MtrX
i=1( 6=k)

Z (m+1)Tb;k

mTb;k

r
Pi

2
ai(t)bi;m(t)ak(t)dt

Nk;m =

Z (m+1)Tb;k

mTb;k

n(t)ak(t)cos!ctdt: (7)

In the above equations, Sk;m represents the sig-

nal component of k-th branch and Ik;m represents

the interfering signal component from the other

branches. The noise component Nk;m is a zero

mean Gaussian random variable, whose variance

is

�2k;N = E[N2
k;m] =

N0Tb

4
(8)

where E[�] represents the ensemble average.

A. Error Rate

We invoke standard Gaussian approximation

[9], to obtain the bit error rate of k-th branch.

Then we have

Pbk =
1

2
erfc

s
S2k;m

2(�2I;k + �2
N;k)

(9)

where

�2I;k = E[I2k;m]

Clearly if the spreading signals are orthogonal, the

interference term vanishes and (9) is easily ex-

pressed as

Pbk =
1

2
erfc

r
Eb;k

N0

(10)

where Eb;k = PkTb;k is the bit energy per bit of

the k-th branch. The tree structured generation of



spreading codes with di�erent length can achieve

the orthogonal multiplexing of di�erent data rate

[8].

For Hu�man decoding, even a single error

would vanish the whole sequence because of

the error propagation. However, as Hu�man

code is transmitted symbol by symbol with our

scheme, we can achieve perfect code synchroniza-

tion. Then the symbol error rate is obtained as

Pe = 1�

MtrY
k=1

(1� ptr;kPbk) (11)

B. Quality control

Let us denote the total transmission energy of

Hu�man code as EH and the expected amount of

received information, Hr, with a little modi�ca-

tion of (2). We denote it as

Hr =

MtrX
k=1

ptr;k(1� Pbk) (12)

What we should achieve is to obtain the max-

imum Hr with given EH . Let us express �k as

the required quality to be maintained for branch

k, then we introduce following power distribution

procedure.

First, we set P1 to the minimumvalue that sat-

is�es

Pb1 � �1

Second, we set P2 to the minimum value that sat-

is�es

Pb2 � �2 and P2 �
EH � Eb;1

Tb;2

Finally the rest is obtained similarly; we set Pk to

minimum value but satisfy

Pbk � �k and Pk �
EH �

Pj�1

i=1 Eb;i

Tb;k

.

IV. Serial Transmission System

For comparison, we consider a serial (non-

hierarchical) transmission of Hu�man code. Let

us assume that we transmit sequence of L bits.

Since the parallel transmission scheme completes

transmission after L=H-bit time, we obtain the

symbol energy for serial transmission as EH=H.

for serial transmission.
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Because even a single error would cause the

whole sequence to vanish, the error rate is ob-

tained as

Peserial = 1�

 
1�

1

2
erfc

r
EH
HN0

!L

(13)

The expected amount of received information for

serial transmission is

Hr;serial � H(1� Peserial) (14)

V. Numerical Examples

Figure 5 shows the bit error rate (BER) perfor-

mance of each transmission branch as a function of

EH=N0. We consider transmission of the Hu�man

code of Table 1. The spreading ratio of the trans-

mission branches are G = f32; 64; 128;128;256g,

respectively. Orthogonal Gold sequence is used as

spreading code. To guarantee orthogonality be-

tween di�erent processing gain, we make the code

that has higher processing gain from the set of

orthogonal Gold sequence which has the length

of 32 (=GCD(G1; G2; G3; G4; G5)). For instance,

G2 composes of two consecutive sequence of G1.

The required quality � is assumed to be same for

all branch and we set � = 10�6.

The BER of serial transmission system is also

plotted in the �gure for the case of L = 1000[bit].

From the �gure, we observe the e�ect of qual-

ity control. It requires 13:8dB to maintain the
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required qualities of all branches for our scheme

while it requires 16:0dB for serial transmission

system.

Figure 6 shows the performance of average re-

ceived information calculated as a function of

EH=N0 and various �. We observe step increase

in the average received information due to the ef-

fect of quality control. Focusing of the case of

� = 10�6, additional 1:8dB improves Hr from

1.00 to 1.50 and 0:6dB improves from 1.50 to 1.75

and from 1.75 to 2.00. With 13:8dB of EH=N0,

we achieve entropy transmission with qualities of

� = 10�6. Di�erent in Hr corresponds to that

transmission rate is managed with given quality,

�.

As the case of � = 10�2 does not reach H,

we consider � should be set less than 10�2. The

performance for � = 10�5 is almost similar with

the serial system. We, however, observe that the

quality is not enough. From Fig.5 we realize serial

system requires 15dB to achieve BER=10�5. So

gradual increase in Hr with serial system is the

result of a sacri�ce in quality.

VI. Conclusions

In this paper, we have evaluated the hierar-

chical transmission of Hu�man code using multi-

code/multi-rate DS/SS system.

We have shown that structure of Hu�man code

tree directly expresses hierarchical structure and

parallel transmission of Hu�man code can achieve

hierarchical transmission. Di�erent transmission

rate can be achieved by assigning di�erent process-

ing gain to each of transmission branch. Quality is

controlled by an appropriate distribution of power

to each of parallel transmission branch.

As results, we found that hierarchical transmis-

sion achieves superior performance in both bit er-

ror rate and average received information. We

conclude that a hierarchical transmission using

multi-code/multi-rate DS/SS system is a good

candidate for transmission of multi-media.
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