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SUMMARY An Interlace Coding System (ICS) involving
data compression code, data encryption code and error correct-
ing code is proposed and its error performance on additive white
Gaussian noise (AWGN) channel with quadrature phase shift
keying (QPSK) is analyzed. The proposed system handles data
compression, data encryption and error correcting processes
together, i.e. adds error correcting redundancy to the block lists
of the dictionary in which compression system constructs to
reduce source redundancy. Each block list is encoded by
Ziv-Lempel code and Data Encryption Standard (DES). Asthe
catastrophic condition determined by the data compression
procedure is not negligible, error correcting redundancy should
be added so as to avoid catastrophic condition. We found that
the catastrophic condition depends only on the size of the
dictionary for our proposed system. Thus, by employing a large
dictionary, good error: performance can be applied by the
proposed system and the catastrophic condition can be avoided.
key words: information theory, coding theory

1. Introduction

As computers and communication networks have
been spreading deep into society, the need for secure
communication further promoted cryptologic
research™®.  Since, this communication system also
implies on data compression system which can reduce
redundancy of source messages, there has been a strong
link between data compression and cryptology through-
out development of communication systems @@,
Hellman “? emphasized a point made by Shannon
about the importance of data compression in crypto-
graphic systems and remarked that the best encrypted
message can be produced if the plain text is the com-
pressed forms of the source messages. Data compres-
sion and encryption systems usually assume the trans-
mission path error free. A more accurate model incor-
porate a channel that is not error-free. The usual
model assumes an additive white Gaussian noise
(AWGN) channel which, in turn, is assumed to be
modeled accurately with crossover probability Pec.
Unfortunately, the coded messages produced by data
compression and encryption are far more adversely
affected by channel errors. It has been pointed out that
single channel error propagates through forthcoming
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data stream®®)  For this reason, some form of
redundancy is added, such as error correcting code, by
the channel coding process before transmission in a
sense of practical use. The degradation due to the
error propagation of typical data compression code of
Ziv-Lempel code and arithmetic code have been stud-
ied by Yeheskel and Parthasarathy and it is shown that
even in an event of single error, such error would affect
whole decoded sequence be catastrophic'®. Degrada-
tion of the probability of error due to the DES (Data
Encryption Standard) has been examined by the sev-
eral authors and showed that degradation can be
eliminated by using the error correcting code® ™,
Although the errors in the DES system is not catas-
trophic, because of its independence of the block, 64
bits, susceptibility to the long error propagation can
not be neglected by error correcting code, if the plain
text is the compressed messages of the source messages,
in order to satisfy the remarks given by Hellman. The
susceptibility to error is the main drawback of data
compression and data encryption algorithms, therefore,
error correcting redundancy should be added so as to
avoid error propagation as well as to protect from
channel errors. Thus, the methods of limiting the effect
of an error, which causes the catastrophe of coded
messages on data compression algorithm and data
encryption algorithm should be investigated®.

In this paper, we propose Interlace Coding System
(ICS) to avoid error propagation as well as to protect
from channel errors. The proposed system handles
source coding process (data compression and encryp-
tion) and error correcting processes together. That is,
by adding the error correcting redundancy to the block
lists of the dictionary in which compression system
constructs to reduce source redundancy. Each block
lists are encoded with data compression code and data
encryption code. Although, our scheme has the block
list at both coder and decoder, no priori knowledge of
dictionary is needed. The Ziv-Lempel code® is used as
data compression code and DES® in a self-
synchronous cipher feed back mode is used as en-
cryptor. To prevent error propagation, source coding
and decoding are implemented block by block. Initial-
ization is required every block for DES. The basic
idea of our system is to prevent error propagation even



YAMAZATO et al: INTERLACE CODING SYSTEM

if we introduce the method of data compression system.
The main objective in employing Interlace Coding
System is to reduce the redundancy of source data as
well as to ensure secrecies by DES and good recoverity
of source data from channel noise. This should be
done without much increasing of error correcting
redundancy. In order to clarify the benefit of our
scheme, we first analyze the catastrophic condition of
our proposed system and then derive the expression of
probability of error. We examined the two types of the
scheme to clarify the effect of channel errors and
compared with the conventional system, which error
correcting redundancy is added just before the channel,
regardless of error propagation. This is the case of
post-channel-coding system. For the case of pre-
channel-coding system (TYPE1-ICS), error correcting
redundancy is added only when the new codeword,
which will be contained in the dictionary as the block
list, is transmitted. For the case of combined system of
pre-channel-coding and post-channel-coding (TYPE2
-ICS), one code is used as same as pre-channel-coding
system, and a second coding process to deal with
channel error.

2. Interlace Coding System

The channel model of our scheme is shown in Fig.
1 and its interlace process-is shown in Fig.2. To
prevent error propagation, source message is separated
and contained in block list that is constructed by data
itself. Each block list is encoded separately by data

Channel )
Source __|Interlace Interlace Regenerated
Data Coder Decoder -Source Data™ ,
Block AWGN Block
List List

Fig. 1 Channel model of interlace coding system.
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s-1] Ds- Coder __|™
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Fig.2 Interlace process of interlace coding system (coding
process) . o
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compression procedure and data encryption procedure
before sending to the channel. The Ziv-Lempel code
and DES in a self-synchronous cipher mode are im-
plemented block by block. Initialization is required
every block for DES, and no error propagation will
occur beyond this block list. Related idea of compres-
sion process can be found in locally adaptive data
compression algorithm known as BSTW algorithm®®,
except that we add error correcting redundancy only
when the system transmits new message that the sender
and the receiver maintain identically. That is, instead
of transmitting same message which is already
contained in the block lists of s-1 elements, our scheme
transmits a pointer (Reference Pointer: RP) of the
block list which the message is present. If the message
is not in the list, the sender sends s-th pointer (Inser-
tion Pointer: IP) followed by the encoded codeword
of compressed and encrypted message with error cor-
recting code, then both sender and receiver updating
the list. Let the input message is shown with upper
case letter, compressed and encrypted message is shown
with lower case letter, error correcting redundancy is
shown as “A”. An integer denotes the pointer of the
block list. If the transmitted messages are;

THE CAR ON THE LEFT HIT THE CAR
I LEFT. '

Then the coded messages are;
ItheA 2carA 3onA 1 4leftA ShitA 1 2 6iA 4.

Table 1 shows the input source length, its code length,
average number of appearance of same symbol, Na,
and its compression ratio of Interlace Coding System
for various source data without error correcting redun-
dancy. Here, the size of block lists are 256[byte].
Although our scheme is designed mainly to combat
with the channel noise, or to prevent error propaga-
tion, it still compacts source data as conventional data
compression system®. In this paper, we consider two
types of Interlace Coding System and the conventional

Table 1 Source length, code length, Na and compression ratio,
over-all compression ratio (OCR) of input strings for
the case of TYPEI-ICS, TYPE2-ICS and the conven-

tional system.

without error correcting code error correcting power o=[=3
Source | Code Compres- OCRof | OCRof| OCR of
File Type | Length |Length | Na PreS- | convention- | TYPE1- | TYPE2-
(byte) |(byte) sion Ratio| al syStem 1CS 1CS
Program 8991 4297 129431 0.477 0.488 0.480 ] 0.491
Text 11653 4931 |3.2321 0.423 0.433 0.426 | 0.436
(C) 7478 3228 [3.750! 0.431 0.441 0.434 | 0.444
TextEile | 29843 | 13904 12.8511 "0.348 0.356 0.350 | 0.358
11189 4563 | 2.864] 0.407 0.417 0.409 | 0.419
(TEX) 43475 | 21471 |2.3661 0.493 0.505 '] 0.496 | 0.508
28970 | 22214 [3.742]0.766 0.784 0.771 | 0.789
EXEFile | 25480 | 15399 | 7.088] 0.604 0.618 0.608 | 0.622
26722 | 20399 13.2911 0.763 0.781 0.768 | 0.786
97766 | 53661 | 4.960] 0.548 0.561 0.551 | 0.564
2406 | 2105 1:5.3841 0.874 | 0895 0.879 { 0.500
COMFile] 16638 | 13192 {2.429] 0.792 0.811 0.797 | 0.816
23056 | 12901 | 4.207] 0.559 0.572 0.562 | 0.576
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Fig. 3 Block diagram of the codeword of TYPEI-ICS.

system of source coding process and error correcting
process are implemented separately, regardless of error
propagation determined by source coding process.

TYPEI-ICS (Pre-Channel-Coding System); This
system adds the error correcting redundancy only when
the coder transmits the new codeword of compressed
and encrypted message. The example previously
shown is the case of TYPEI-ICS, pre-channel-coding
system. Figure 3 shows the block diagram of the
arbitrary codeword of TYPEI-ICS in steady state.
Here, length of pointer is p[bit] and length of com-
pressed and encrypted codeword is 256[byte], which is
the size of the block list. Na denotes the average
number of occurrence of all same symbols in source
messages, therefore, the word list is referred Na-1 times
by the Reference Pointers and occurrence probability
of arbitrary codeword is 1/Na.

TYPE2-ICS (Combined System of Pre-Channel-
Coding and Post-Channel-Coding) ; This system adds
another error correcting redundancy to the codeword
produced by TYPEI-ICS. If the input messages are
the same as shown in above example (TYPEI-ICS),
then the coded messages are;

1theA@ 2carA€ 3onA€ 1© 4leftA$ ShitAé
1& 2 6iA$ 4©.

“€” indicate the error correcting redundancy of post-
channel-coding.

Conventional system (Post-Channel Coding
Only) ; Conventional data compression and encryp-
tion system with error correcting code. The coded
messages are ;

the € car @ on ¢ the € left ¢ hit & the &
car® 1$ left .

2.1 Catastrophic Condition and Error Span

We first consider how the error would affect to
Interlace Coding System. If the pointer is corrupted by
errors, our scheme may become catastrophic. There are
four kinds of errors and two of pointer-errors may
become catastrophic. Those catastrophic errors are
caused by (a) if the Insertion Pointer is mis-decoded as
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the Reference Pointer, or (b) if the Reference Pointer
is mis-decoded as the Insertion Pointer. These errors
result loss of synchronization between the coder and
the decoder, and since the state of the coder and the
decoder are different, the errors would propagate
throughout forthcoming data streams. Although the
other errors do not have effect on synchronization
between .the coder and the decoder, those errors still
give some amount of error propagation. Those errors
are; (c) the Reference Pointer is mis-decoded as the
other Reference Pointer, and (d) the new codeword,
which is going to register in the block lists, is corrupted
by errors.
(a) IfInsertion Pointer is mis-decoded as Reference
Pointer, then the decoder will not resister the next
codeword as-new codeword. Therefore, the decoded
message would be catastrophic as this results in the loss
of synchronization between the coder and the decoder.
For example, let the size of the dictionary be 4 and
pointers of each block lists are represented in binary as
{00, 01, 10, 11}, respectively. The pointers, {00, 01, 10},
indicate Reference Pointers and {11} indicates Inser-
tion Pointer. If the Insertion Pointer {11} is captured
by errors, the possible error-pointers are {00, 01, 10},
which are the other than the Insertion Pointer and
those are the Reference Pointers. Therefore, the
decoder will output its contained word list. However,
the coder was updating after it sent Insertion Pointer
and new codeword, the contents of word lists and their
respective pointers are different between the coder and
the decoder. This loss of synchronization of the coder
and decoder will never be recovered, thus errors in
Insertion Pointer provoke catastrophic errors. Since
each pointer has 3 possible error-pointers, when it is
corrupted by errors, the total number of error-pointers
are 3X4. Therefore, the probability that Insertion
Pointer become catastrophic is defined by the total
number of insertion-error-pointer divided by all pos-
sible error-pointers, which is 3/(4x3)=1/4. In gen-
eral, there are 2°—1 insertion-error-pointers among
27 (27 —1) error-pointers, where p denotes the length of
pointer in binary representation. Thus, the probability
of Insertion Pointer become catastrophic is 277.
(b) If the Reference Pointer is mis-decoded as Inser-
tion Pointer, then the decoder will resister the next
pointer as new codeword. For example, if {01} is
mis-decoded as {11}, which is Insertion Pointer, the
decoder will register the next pointer as new codeword.
Therefore, the decoder will be catastrophic because the
contents of block lists and their respective pointers are
different between the coder and decoder. As the
number of Reference Pointer is 2°— 1, and among each
Reference Pointer, there is only one reference-error-
pointer which mis-decoded as Insertion Pointer. Thus,
probability of Reference Pointer become catastrophic
is 277,

An catastrophic condition is defined by above two
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condition.

Figure 3 shows the block diagram of the arbitrary
codeword of Interlace Coding System for a steady
state. With consideration of occurrence probability of
new codeword, 1/Na, which is also the probability of
Insertion Pointer, probability of Interlace Coding
System being catastrophic is

Pe(catastrophic) =2"?Na~1+27?(1—Na™') =2"*.
(1)

(¢) If the Reference Pointer is mis-decoded as other
Reference Pointer, then the decoder will output wrong
strings of 256[byte], or 2048[bit]. Since the dictionary
is not updating on both the coder and the decoder,
they remain synchronized. Thus, expected error span is
2048 bit.

Es(pointer) =2048 (RP;=RP;) (2)

Here, ES (x) denotes expected error span of x.

(d) If the new codeword is corrupted by error, then
the new codeword will register wrongly. Since the
coder encodes new codeword with Ziv-Lempel code
and DES, the new codeword will never be recovered
unless error correcting decoder precisely correct all
errors. Figure 4 shows the DES cryptor and decrypter
in a self-synchronous cipher mode. The P, denotes the
n-th character, which consists of m-bits from coded
message of Ziv-Lempel code. The K, denotes the n-th
keystream character, which consists of m-bits from
DES, and C, denotes the cipher text character obtained
by the binary modulo addition of K, and P,. In a
self-synchronous stream cipher, each key character, K,
is derived from a fixed number, M, of the preceding
cipher text characters, Cy—;, Cp-z,"**, Cn-sr, by feeding
back to the input of the shift register. Initialization is
provided by a known input, L. Although errors in
coded message is catastrophic, the maximum error span
is limited by the size of block list, 2048 bits. Thus the
expected error span of word list can be written as
follow;

- I
I ; 64-sta'g?i shift ._.._>° 64-stage shift
) register register
To generator id generator
Y VvV ‘ \ A A A/
Data Data
Encryption Encryption
Standard Standard
Kn Kt
Y |c (o PA
oSl AR
[N 7 N T
ENCRYPTION DECRYPTION
AWGN

Fig. 4 Data Encryption Standard (DES) in a self-synchronous
cipher mode. i
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ES (code word) =2048 - (3)

Although the proposed system employs DES in a
self-synchronous cipher mode, the maximum length of
the data going through feedback loop (data being
dependent) is limited by the length of the block list
(256 byte or 2048 bits), thus only 32 blocks (each
block consists 8 byte or 64 bits) are going through
feedback loop in order to avoid error propagation.
Therefore, the secrecy given by ICS is weaker than the
secrecy given by the conventional DES in a self-
synchronous cipher mode, which the data is dependant
of other data, but the proposed system still holds an
advantage over the DES in block cipher mode, which
the data (64 bits) is independent of the other data.
Moreover, the input message of DES procedure of our
proposed system is the coded forms of data compres-
sion code (Ziv-Lemple code), as shown in Fig. 4.
Therefore, the coded messages of the proposed system
consists of the compressed and encrypted forms of the
message, which is the best cipher forms according to
the Hellman®. Although, our scheme is designed
mainly to combat with the error propagation due to
the source coding procedure, the secrecy given by our
scheme still has an advantages over the DES in block
cipher mode.

3. Error Performance

An expression of probability of error can be
derived from the probability of the decoder being
catastrophic and the expected error spans. The proba-
bility of error of Interlace Coding System is given as
follow.

Pe=Pr(RP|IP) + Pr(IP|RP)
+ ES (pointer) Pr(RP;|RP;)
-+ ES (word list) Pr(code word)
where
Pr(RP|IP) ={1— (1— Pgp) “P}2-?Ng~1
Pr(IP|RP) ={1— (1— P;p) ¥}2-?(1— Na™)
Pr(RP{RP;) ={1— (1—Pgp)?} (1—277(1
—Na™))
Pr(code word) =1— (1 — Py )28 (4)

where Pr(x|y) denotes the probability that y was
encoded and decoder decodes it as x. P, Prp, Paic
denote the bit error probability of Insertion Pointer,
Reference Pointer and the block list, respectively. /(p)
denotes the efficient code length of pointers, given as
follow;

8pNa

HP) =goNat 256 1L (5)
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where TL is the total length of coded message of source
coding process.

3.1 TYPEI-ICS (Pre-Channel-Coding System)

The error correcting redundancy is added only
when the new codeword is transmitted through the
channel. Therefore, the error correcting code can
correct errors on Insertion Pointer and the new code-
word which will be contained in the dictionary.
Reference Pointer is transmitted without error correct-
ing code (See Figs.2 and 3). Probability of error of
TYPEIL-ICS using a-error-coding (7, k.) code can be
derived from Eq. (4), where Pip, Prp, Paic is given as
follows:

Na 1 Ay . .
P]}J:Pdicz' ( . >Pec’(1——Pec)""”J
j=a+1 Ng ] ( 6)

Prp= Pec

where Pec is the probability of channel error'®.

The coding rate (CR) and the over-all compac-
tion ratio (OCR) of the TYPEI1-ICS can be derived
from the coding rate of the error correcting code
(ka/nq), the length of the source messages, M, and the
total length of coded message of source coding process,
TL.

- 8pNa+256
CR1yper-1c8= 8pNa+256 (na/ks) (7)
OCRTYPEI-ICS:—]%—_CR—T;—I;B—_;S- (&)

3.2 TYPE2-ICS (Combined System of Pre-Channel-
Coding and Post-Channel-Coding)

The error correcting redundancy is added as same
as TYPEI-ICS, except, TYPE2-ICS adds another
error correcting redundancy just before the coder trans-
mits the codeword (see Fig. 2). The first error correct-
ing process is called pre-channel-coding and second
error correcting process is called post-channel-coding.
a-error-correcting (#q, k) code is used as primary
error correcting process (pre-channel-coding) and
B-error-correcting (7, kp) code is used as secondary
error correcting process (post-channel-coding). The
probability of error of TYPE2-ICS can be derived
from Eq. (4), where Pip, Pgp, Py is given as follows;

Na na . :
PIP=Pdic=,2 L < )PRPJ(I'—PRP>’M‘J
j=a+1 Ng j
(9)
ns 1 g N .
Prr= ——< )Pec’ (1—Pec) ™
j=F+1Hg j

The coding rate (CR) and the over-all compaction
ratio (OCR) of the TYPEI-ICS can be written as
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follows;
. 8pNa+256 ks
CRrveez-105= 580 1256 (naf Bea) 715 (10)
M 1
OCRTYpEz~1cs=‘fEm (11)

3.3 Conventional System
Only)

(Post-Channel-Coding

The data compression, encryption and error cor-
recting process are independently implemented in
post-channel-coding system. This is the case of post-
channel-coding system, that the catastrophic condition
of data compressed messages is no longer negligible.
In other words, it is possible for a single error to
propagate without any limit. Therefore, maximum
expected error span is the total length of the received
codeword, TL, and the received codewords will be
recovered only if all errors in the received codewords
are corrected by the error correcting procedure. The
probability of error of the conventional system is given
as follows:

Pe{conventional) =1— (1 — Prpost) ™

ng 1 (7] ., ’ .

Proosi= 1 —( )Pec’(l—Pec) mei o (12)
g+ nf j

where Prs: denote the bit error probability of post-

channel-coding.

The coding rate (CR) and the over-all compac-
tion ratio (OCR) of the conventional system can be
written as follows;

k,

CRcunvenﬁonal =t ( 1 3)
M 1
TL CRconventional

OCRconventionaI: (14)

3.4 Numerical Results

For performance analysis, the white Gaussian
noise is added to the transmitted signal. The qua-
drature phase shift keying (QPSK) 'is used as the
modulator and demodulator. The bit error probability
of QPSK is

2Eb> (15)

Pe(QPSK) =Q( 2

where E, is the bit energy, N is the one-sided additive
white Gaussian noise power spectral density, and

Q(x) is
0(x) =£0—}7exp{—~£2z—}dt. (16)

Figure 5 shows the effect of error propagation of the
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SNR [dB]

Fig.5 Effect of the code length of the conventional system
(Effect of error propagation).
Error correcting power is 1 (f=1), TL=1, 100, 10K, 1
M, 100 M[byte].

conventional system (post-channel-coding system),
where the error correcting power is 1. Since the error
span is given by the total length of the coded message,
TL, the error performance degradation due to the effect
of error propagation is function of TL. As TL
becomes longer, the error performance becomes worse.
Figure 6 shows the error performance of Interlace
Coding System along with uncoded QPSK, which we
assume as the channel error probability, Pec. Figure 6
(a) is for the case of using same error correcting power,
« and f equal to 1, the total code length, TL, is 100
kbyte, Na=3.0 and the size of pointer is 32 bit. Rate
0.992 (255, 253) Reed-Solomon (RS) code is used as
error correcting code, thus, the coding rate of the
conventional system is 0.992. The coding rate of
TYPEI-ICS and TYPE2-ICS are 0.998 and 0.990,
respectively. The error performance of TYPE2-ICS
shows the best among three systems, however the cod-
ing rate is the worst. TYPE2-ICS system shows the
about 2.5dB better error performance than both
TYPEI-ICS and the conventional system at the error
probability of 1072, Although the error performance
of TYPEL-ICS is approaching to that of the conven-
tional system when SNR gets higher, TYPEI-ICS
shows the better error performance than that of the
conventional system and it also shows the best coding
rate. Figure 6(b) shows the error probabilities of ICS
for the case of using the same error corecting power, ¢
and A equal to 3. The other conditions are as same as
Fig. 6(a). Rate 0.976 (255, 249) Reed-Solomon (RS)
code is used as error correcting code. The coding rate
of TYPEI-ICS, TYPE2-ICS and the conventional
system are 0.994,0.971 and 0.976, respectively. The
over-all compression ratio (OCR) of input strings for
the case of TYPE1-ICS, TYPE2-ICS and the conven-
tional system are summarized in Table 1, for various
source data. The error performance of TYPEI-ICS is
better than that of the conventional system at low
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(b)

Fig.6(a) Probability of error of ICS (TYPE!L and TYPE2)

and the conventional system along with uncoded

QPSK (Pec). a=f=1, Na=3.0, p=32[bit], TL=

100 k[byte].

(b) Probaility of error of ICS (TYPE!1 and TYPE2)
and the conventional system along with uncoded
QPSK (Pec). a=f=3, Na=3.0, p=32[bit], TL=
100 k[byte].

SNR, however, it becomes worse as SNR increases.
This is because that in ICS (both TYPEl and
TYPE2), there are two predominant factors which
affect to the error performance. At low SNR, the error
probability of block lists dominate the error perfor-
mance of the system and the effect of pointers being
catastrophic is neglected by the size of the pointer and
the error correcting procedure. However, at high SNR,
uncoded or weak-error-correcting-coded Reference
Pointer dominate the error performance of the system.
Therefore, the error performance of TYPEIL-ICS is
worse than that of the conventional system at high
SNR for a fact of uncoded Reference Pointer. And
since the error correcting capability of Reference
Pointer of TYPE2-ICS is as same as that of the con-
ventional system, because post-channel-coding proce-
dure is the only influential factor of Reference Pointer,
the error performance of TYPE2-ICS is always better
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SNR [dB]

4 8 12 16 20 24 28 32 36 40
size of pointer [bit]
Fig. 7 Effect of the pointer size of ICS (TYPEI and TYPE2)

along with the conventional system to achieve Pe=107".
a=f=1, Na=3.0, TL=100 k[byte].

16
15
— 14
=]
=
w B
z
212 ="
1
. \pﬂm
10 Conventional
9 1 1 1 1 1 I I3 1
100 10* 10° 10* 10° 10°% 107 10® 10° 10'°
TL [byte]
(a)
14
p=24
13} p=16
2 r
= Conventional
£ n
w
wg—" - 7 -
e
p=40/p=32/

f0T 107 10° 10° 10° 10° 107 10°
Total length [byte] .
(b)

Fig. 8(a) Effect of the code length of TYPEI-ICS along with
the conventional system to achieve Pe=10"7, g=§
=1, Na=3.0, p=38, 16, 24, 32, 40 [bit].

(b) Effect of the code length of TYPE2-ICS along with
the conventional system to achieve Pe=10"7, a=p
=1, Na=3.0, p=38, 16, 24, 32, 40 [bit].

than both TYPEI-ICS and the conventional system.
As we mentioned in Sect. 2, the catastrophic condition
depends only on the error probability of the pointers,
and pre-channel-coding process has effect only on
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Insertion Pointer. If the-reliability of channel is good
or strong error correcting code is applyed at post-
channel-coding procedure, the influence given by the
pre-channel-coding process to the Insertion Pointer is
covered by post-channel-coding process, which has the
influence on both Insertion and Reference Pointers.
Therefore, the effect of pre-channel-coding become so
little that post-channel-coding dominate the error
performance of the system. Thus, the error perfor-
mance of the conventional system using the strong
error correcting code (see Fig. 6(b)) is better than that
of TYPEI-ICS when the size of the pointer is same.
However, the error probability (catastrophe) of the
pointers depends not only the error correcting process,
but it heavily depends on the size of pointer. In Figs.
7 and 8, we compare the systems by holding the error
probability, Pe, equals to 107 and varying the size of
the pointer for Na=3.0, error correcting power ¢=f§=
1. The effect of pointer size is shown in Fig. 7, where
the code length, TL, is fixed to 100 kbyte. As the size
of pointer increase, the SNR to achieve the error
probability .of 1077 becomes lower. However, the size
of the pointer is not only the predominant factor, but
also the size of the code length to achieve better error
performance than the conventional system for the case
of TYPEIL-ICS. The effect of pointer size and the code
length for the case of TYPE1-ICS and TYPE2-ICS
are shown in Figs. 8(a) and 8(b), respectively. For
long code length, the size of pointer must be chosen
larger. For example, at the code length of 100 kbyte
(see Fig.T), if the size of the pointer of TYPE1-ICS is
larger than 24 bit, the error performance of TYPEI-
ICS will be better than that of the conventional system.
Since the size of the pointer and the code length are
predominant factors, the size of the pointer should be
chosen large enough to cover the effect of the error
propagation to achieve better error performance of
Interlace Coding System.

4. Conclusions

Interlace Coding System involving data compres-
sion, encryption and error correcting code has been
proposed and the error performance on additive white
Gaussian noise channel with QPSK has been analyzed.
We found that the catastrophic condition depends only
on the size of dictionary. If we choose efficiently large
dictionary, the catastrophic condition is negligible.
The error performance of TYPEI-ICS system, pre-
channel-coding only, is better than that of the conven-
tional system on the condition of size of the pointer is
large enough to cover the catastrophic condition given
by the uncoded factor of Reference Pointer and
TYPEI-ICS also improves the coding rate. However,
the size of the pointer exceeding 24 bits is too large
from the practical points of view. The minimum
memory size, i.e., the total size of the dictionary, for the
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case of the pointer being 24 bits is 2% X256=4294
Mbyte, which may be impossible value. This is the
main draw back of the proposed system, and the
method of reducing the size of the pointer (i.e., reduc-
ing the memory size) should be investigated in order to
put ICS to practical use. For the case of TYPE2-ICS,
because the Reference Pointer is coded for this system,
the best error performance has been achieved with a
little decrement of the coding rate comparing to the
conventional system. Thus, TYPE2-ICS is more
practical coding system which can reduce the error
propagation due to the source coding system of data
compression and data encryption procedure.
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