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Chapter 3
The Minimalist Approach

3.1. Logical Form in theMinimalist Programme

In this chapter the Minimalist programme which is proposed in Chomsky (1993) is
examined according to Hornstein (1995) where the assumptions underlying the programme are
surveyed and LF phenomena are discussed.

We have seen in chapter 1 that various levels of grammatical representation are postulated in
GB theory, DS, SS, PF, and LF. In Minimaist Programmeit is only the two levels, PF and LF,
which interface with other systems of module of language, the Perceptual-Articulatory (PA)
system and Conceptua -Intentional (Cl) system respectively. PF-representations are derived by
PF operations and L F-representations by LF operations, after Spellout, the point at which overt
syntactic structures are derived and the derivation splits, and then are input to PA system and Cl
system respectively. Accordingly, any effect of well-formed condition in GB theory isto meet
on output representations at these two levels. Specifically, effects of the theta criterion, locality
conditions on overt movement, case theory, and the binding theory are all required to meet at
LF!

This elimination of DS and SSin Minimalism is closely related with reformulation of
movement. LF representations are derived via successive application of movement operations,
overt movement before Spelout and covert movement after Spellout. In Minimalist
Programme movement is assumed to be triggered only by morphological requirement: all
morphologica features must be checked in the appropriate functional projectionsin the course
of derivation to meet the principle of full interpretation (PFl), strong features at Spellout, weak
features after spell out. The PFI requires that al features which do not directly concern to
interpretations at PA system/Cl system must have been checked and charged off a LF/PF. This
suggests elimination of Aémovement which is characteristic of LF operationsin GB, QR and
WH-raising, on the reason that such adjunction operations are not morphologically driven with
no specific landing site except that it can adjoin to any maximal projection asin May (1985).
On the other hand, A¢movement in the syntax, WH-movement, is licensed: firdly it is
morphologically driven to move to Spec CP, athough it isan A¢postion, to have its Q-features
checked, and secondly it can be treated as a substitution operation rather than adjunction

1 In GB theories the theta criterion is applied at DS, locality at SS, case theory at SS, and the binding theory at SS
andLF.
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operation suggesting that core syntactic operations do not rely on adjunction. Alternatively, in
Minimalist approach scope phenomena are reanaysed in terms of A-movement. In Minimalist
approach QPs and NPs are not differentiated, and both of them are assumed to be generated
within VP shell, and then move out to Spec Agr positions for case-checking purpose, subjects
to Spec AgrS and objects to Spec AgrO, forming A-chains which contain amoved NP and a
copy of it. Thiscan be depicted asin (1):

(1) AgrsP
A
Agrst
ATP
o’
/\
AgroP
/\
Agroe
/\

Importantly, to be interpreted at the Cl interface, all member but onein an A-chain must be
deleted according to the PFI. This deletion operation does not obey the sort of Preference
Principle, but can be assumed to be subject to Mapping Principle (Diesing (1992)) where
definite (d-linked/presupposed) NPs are required to be outsde the VP shell. With these
assumptions, relative quantifier scopeisdirectly reflected at LF, and identified asis stated in (1)
(Hornstein (1995, p. 154)):

(2) A quantified argument Q, takes scope over a quantified argument Q, iff Q c-commands
Q, (and Q,does not c-command Q, ).

On the other hand, in A ¢chains formed by A¢movement, WH-movement, the Preference
Principle is applied (Chomsky (1993)), which suggests to delete, all things being equa,
contentful expressions from A¢position. In Hornstein (1995) this effect is interpreted as
follows: it isapreference for interpreting a contentful expression in A-positions. That is, since
QPs exercise their semantic power from A-positions, so do WHSs like other QPs by
recongtructing to A-positionsat LF?

2 Thereisone moreinstantiation of chainswhich is assumed in Minimalism, head movement (X°) chains.
However, | do not refer to it here.
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Quantifier Scope

L et us see how this approach deals with scope phenomena. (4-1) isthe LF-representation
after case checking for the ambiguous sentence (3), and (4-2) indicates the deletion possibilities
(Hornstein (1995, p. 155)):

(3) Someone attended every seminar
(4)- 1. [ags Someone [1p TNS [0 EveEry seminar [, Someone [y attend every seminar]]]]]
(4)- 2a. [sgs SOmeone [p TNS [o g0 EVErY SEMinar [, (SOomeone) [y attend (every
seminan)]]]]]
b. [agrs Someone [ TNS 40 (Every seminar) [, (SOomeone) [y attend every seminar]]]]]
C. [agis (SOMEONE) [1p TNS [0 (EVErY SEMINAY) [, SOMEONE [, ltend every seminar]]]]]
d. [ays(Someone) [, TNs [4,0 EVErY seminar [, Someone |y, atend (every seminar)]]]]]

When Diesing’'s Mapping Principle is applied, (4-4b,c) are not interpretableat the CI
interface, since auniversal quantifier every is a definite, and is required to be outside the VP
shdll. Thus, only (4-4a,d) are legitimate L F-representations for (3) and are interpreted according
to (2): (4-4a) represents the wide scope reading for someone, and (4-4d) for every seminar. In
GB terms (4-2a,d) can be represented in (5a,b) respectively:

(5) a [someonei [every seminar [ti attend tj]]]
b. [ti [every seminar;, [someong attend t]]]

ThisLF gructuresin (5) areill-formed within GB theory, sincet, is not properly governed in
(5a), nor c-commanded in (5b), by its antecedent. Nonetheless, both are legitimate in
Minimalism. That is, no such output conditions are needed, but only derivational constraints to
form proper chains are required in Minimalism: the most economica step movement must take,
all morphological features must be checked etc. We can see that chains are formed being
restricted by locdity condition in the course of derivation.

This approach a so properly correlates pronomind binding with relative quantifier scope. To
seethis, consider the examples below (ibid. p. 158):

(6) Someone played every piece of music you know
(7) Someone played every piece of music he knew

While (6) isambiguous, (7) is not with only the wide scope reading for someone where there
isone musician who played al pieces he knew. The LF structure before deletion for (7) can be
represented in (8) (ibid. p. 158):

(8) [agrs Someone [+ [aqo0 [EVEry piece of music he knew] [y, someone [, played every
piece of music he knew]]]]]

Adopting the Mapping Principle, the every-phrase must be outside of the VP-shell. If we
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delete someonein Spec AgrS, it gives the wide scope reading for the every-phrase where the
pronoun he inthe every-phrase is not bound by someone because someone does not c-
command he. This, however, is not the reading indicated in (7). If we delete someonein Spec
VP instead, we can get the wide scope reading for someone which c-commands, therefore can
bind, hein the every-phrase from Spec AgrS.

WH / Quantifier Interactions

In Horngtein (1995) as an andysis for WH/QP interaction in terms of Minimalism,
Chierchia (1991) isintroduced. Consider next the examplesis (9) and (10) (Hornstein (1995, p.
112)):

(9) What did everyone say
(10) Who said everything

In the GB style approach of May (1985), subject/object asymmetry concerning WH/QP
interactions, appearing in these examples, is explained on the basis of A¢operation, WH-
movement and QR, and ECP, the well-formedness condition for the distribution of empty
categories. since the Scope Principleis applied to the LF-representation (11), it gives the
sentence (9) two different readings, wheress, for (12) the same QR operation induces an ECP
violation, so that everything can adjoin only to VP, and thus have only narrow relative scope
(ibid. p. 112 for (12)):

(11) What [everyone[t sayt]]
(12) Wha [everything [t saidt]]

In Chierchid s analysis the interpretive asymmetry between (9) and (10) is explained not in
termsof asyntactic scoperelation but in terms of WCO structures. Let us consider the
examples below (ibid. pp. 112-3)):

(13)- 1. Who does everyone love
(13)- 2a Mary
b. His mother
(24)- 1. Who does every linguist admire?
(14)- 2a Hisadvisor
b. Lasnik admires Chomsky, Barss admires Higginbotham and Santorini admires
Kroch
(15)- 1. Who doesno linguist admire?
(15)- 2. Hismother

The question (13-1) allows two types of answer, an ‘individual’ (i-) answer in (13-28) and a
‘functiond’ (f-) answer in (13-2b), and in the question (14-1) apair-list answer in (14-2b) is
also possible. Importantly, the question (15-1), although it has afunctional answer, resistsa
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pair-list answer. The point here is the opposition between an i-answer and a f-answer, and the
lack of the pair-list answer in a question with the f-answer: observing more closely, we note
that in f-answer, say in (13-2b), a pronoun himmaps a person to that person’s mother, and the
functional answer cannot be considered smply as‘ashorter version’ (ibid. p. 113) of apair-list
answer. Generally, the meaning of a question can be identified with the set of true answersfor it.
Thus, for (13-1), we have (16) (ibid. p. 113)):

(26) A P: Pistrue and for some x: P = everyone loves x}

However, this assigns only the i-answer. To obtain the f-answer, the interpretation for a
guestion can beindicated asin (17) (ibid. p. 113)):

(27) AP Pistrueand for some F, P = (every, (X loves F(X))

For thisinterpretation, the LF phrase marker in (18-1) is obtained, which contains a variable
in object position bound by a WH-expression in subject position (cf. ibid. p. 113)):3

(18)-1. Who [everyong [t [loves [prq t] 11]
(18)-2 a [(Who) [everyong [t [loveswha]]]
b. [Who [everyong [t [Ioves (who)]]]

‘i’ isthe ‘function’ (f-)index, and a f-indexed variable is bound by a WH-expression in
Comp. ‘j’ isthe ‘argument’ (a)index, and an a-indexed variable can act as a pronoun bound by
asubject NP to give the functional answer by mapping one individual to another individual.
That is, aWH-expression isinterpreted asincluding an implicit pronoun that can be bound by a
subject NP.

Then either of the copiesin the WH-chain is deleted, prior to interpretation at the Cl
interface. When the copy in Spec CPisdeleted in (18-2a), the question isinterpreted as having
the functional reading since the implicit pronoun in the object copy is bound by the subject QP
everyonein its position, requiring the f-answer. On the other hand, when the object copy is
deleted in (18-2b), the question isinterpreted as having the individual reading since theimplicit
pronoun in the copy in Spec CP can not be bound by the subject QP everyone Thus, the two
readingsin (9) are explained by the mechanism mentioned above.

According to this approach, the lack of a pair-list reading in (10) is explained as follows (cf.
ibid. p. 114)):

(19)-1. Wha [everything [[prq t ], said t]]
(19)-2 a *[(Who) [everything [who said t]]
b. [Who [everything [(who) said t]]

3 Theideawhich underlies thisline of approach for WH/QP interaction isthefact that aquantifier in subject
position can bind an pronoun in object position, but not vice versa.
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(19-2a), which should give the functional reading violates WCO since the variable t; cannot
be the antecedent of the pronoun prg to itsleft. Therefore, only (19-2b) isa legitimae
interpretation which givestheindividua reading for (10).

Concerning the relation between afunctiona interpretation and apair-list interpretation, itis
suggested that the former is a necessary but not sufficient condition for the latter. Whether a
guestion has both interpretations or not depends on whether an expression which binds the
implicit pronoun contained in a WH-phrase can provide adomain so that each element in it can
be related with an element in the range. For example, universal quantifiers are such expressions
asto provide adomain, making pair-list readings possible.

3.2. Raising Quantifier swithout Quantifier Raising —K itahara (1996)*

In Kitahara (1996) the core cases of scopal interactions are explained using a chain-based
theory (Aoun & Li (1989, 1991)) together with the theory of feature-checking (Chomsky
(1993), Chomsky & Lasnik (1993)).

A Chain-Based Theory of Scope I nterpretation

As we have examined the same type of cases so far, the sentence (20) is ambiguous,
whereas (21) isnot (Kitahara (1996)):

(20) Someone loves everyone.
(21) Who saw everyone?

Given the VP-Internal Subject Hypothesis (e.g., Fukui & Speas (1986), cited in Kitahara
(1996)) where subject undergoes NP-movement from Spec VP to Spec IP, (20) has the S-
gructurein (22) (ibid.):

(22) [cp[ipSOMeone, [ypt; loves everyone]]]

Applying QR (May (1977, 1985)) to (22), the LF structure (23) is obtained:
(23) [cr[ipSOmeone, [ipt'; [vp everyons, [yet, lovest,|]]]]

In much the same way, the LF structure (24) is obtained for (21) (ibid.):

(24) [cpwho [p 1, [vp everyone, [y, t, saw 4]]]]

On the assumption of this L F-representation, Aoun & Li (1991, cited in Kitahara (1996))
proposed the chain-based analysis which we have seen in chapter 2, repeated in (25) for
convenience (ibid.):

4 Thissection istaken from a previous assignment of the sametitle.
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(25) a Minima Binding Requirement (A &L 1991:164: ( ))
A variable must be bound by the most local potential A’-binder.
b. Scope Principle (A & L 1991:164: ( ))
A quantifier A has scope over aquantifier B in case A c-commands a member of
the chain containing B.

This correctly explains the ambiguity in (20); however, it fails to explain thelack of
ambiguity in (21).° In (23) since someong, c-commands both members of the chain (everyone,,
t,), and everyone, c-commands amember, t;, of the chain (someone, t';, t;), both someone and
everyone can take wide-scope over the other. In (6) it leads us to the undesirable result. By this
reasoning, (6) also has the reading where everyone has wide-scope over who, however, thisis
not the case. To deal with this, Aoun & Li stipulate that an NP-trace coindexed with X; whichis
avariable coindexed with wh, does not count as amember of the chain concerned; on the other
hand, an NP-trace coindexed with X; which is a variable coindexed with QP, isamember of the
chain concerned.®

Articulated Chain-Structure and the Scope Principle

Incorporating the VP-Internd Hypothesis and articulated |P-structure (Pollock 1989),
Chomsky (1991, 1993) devel ops a feature-checking theory by introducing AgrSP and AgrOP,
and the view that subject and object have their Case-features ([+Nom], [+Acc]) checked in their
respective specifier positions. As a result of this feature checking movement, traces are
produced and chains are formed for each movement. According to this chain-formation
algorithm, the LF structuresin (26) and (27) are assigned to (20) and (21) respectively (ibid.):

(26)C2[+Acd]
C24+Acc]

lep lagsr somegel [re [agror everyone, kv thloves t, I

C1:[+Nom]

Itisassumed here:

1) Traces|eft by QR are variables.

2) The definition of potential A-BINDER (Aoun & Li (1991, p.171) cited in Kitahara (1996)) is.

A qualifiesasapotentid A-binder for B iff A c-commands B, A isin an A-position, and the

Assignment of theindex of A to B would not violate any grammatical principle.

3) The definition of C-COMMAND (Reinhart (1976) cited in Kitahara (1996)) is.

Node A c-commands node B if neither A nor B dominates the other and the first branching node dominating A
dominates B.

5 Aoun& Li (1993) revisethis stipulation for all NP-traces.
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(27)C3[+Acc]
C3:[+Acc]

Voo

ler WIF)I [AnSPlt% [re [sgror everyone, [yp 1|s1 saw t, Il

C1[+Wh] C2:[+Nom]

Note here that under this chain-formation agorithm, two different chains, C1 and C2, can be
associated with the single category who.

Assuming these L F-representations, a new version of the Scope Principle in formulated
(ibid.):

(28) Scope Principle (revised)
A quantifier X may take scope over aquantifier Y iff X c-commands amember of
eachchain associated with Y at LF.

This Scope Principle explains the lack of ambiguity in (21) as follows. everyone, c-
commands amember, t, , of the chain C2(t',, t,); however, it does not c-command any member
of the chain C1 (who,, t';). Thus, everyone cannot take wide-scope over who. On the other hand,
since who, c-commands both members of the chain C3 (everyone,, t,), who can take wide-
SCope over everyone

Neither Aoun & Li’s stipulation of acertain type of NP-trace nor the LF rule of QR playsa
role in scope interpretation.

This Scope Principle dso explains the apparently paradoxica contrast between (29) and (30),
when compared to that between (20) and (21) (ibid.):

(29) Someone thinks everyone saw John.
(30) 'Who do you think everyone saw?

According to the chain-formation algorithm, the L F-structures, (31) and (32), are produced
for (29) and (31) respectively (ibid.):

(31) [cp [agrsp SOMeEONE, [15 [yp ty thiNkS [cp [agisp EVENYONE, [1p [agor[ve t, AW John] 1111111
CL[+Nom] C2:[+Nom]

(32)a [ce W/{\Dl do you think [¢p [agse [rp [agror [ @veryonesaw tﬂl 11

CL[+Wh]
C4:[+Nom]
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b. [ V/;l\hol do you think [cp [agsr€VEryone, [re [Agioptl [ve t saw t',] 1111

C3:[+Wh] C2[+Acc]

In (15a), first, wh-movement occurs to check [+Wh] in the overt syntax, forming the chain
C1(who, t;). In (15b), then, thetail of the chain C1 movesto the Spec-AgrOP to check [+Acc]
in the L F-component, forming the chain C2 (t,, t';). Also, in (15b) everyone moves to the Spec-
AgrSPto check [+Nom] in the L F-component, forming the chain C4 (everyone,, t,). Asaresult,
who, c-commands both members of the chain C4, and everyone, c-commands both members of
the chain C2 and one member of the chain C3, therefore, both who and everyone can take scope
over the other. In (14) someone, c-commands both members of the chain C2, but everyone, c-
commands no member of the chain C1, therefore, only someone takes wide-scope over
everyone,.

Thus, the revised Scope Principle successfully predicts scope interpretations on the basis of
LF-representations by the chain-formation agorithm without appeding to dipulations
regarding NP-trace nor the LF-rule of QR. Also, from the point of view of Economy of
Derivation, the elimination of QR for argument-quantifiers with the structural Case-feature,
[+Nom] or [+Acc] isto be welcomed.

Short Analysis

Inthissection | will pick up the analysisin Tabata (1997), which isrelated to the discussion
above. The main point here is that QR must be maintained as the ambiguity found in such
example as (33) isnot predicted only by a feature-checking theory (Tabata (1997)):

(33) Someagency intendsto send aid to every Bosnian city thisyear.

Tabata aso cites Saddy’s (1991) data from Indonesian in (34), noting that yangwhich is
obligatorily affixed to a moved WH-expression givesrise to an ambiguity (ibid.):

(34) a Setigp orang men-cintani sigpa (every <who)
every person loves who
‘Who does every person love?

b. Setigp orang tahu apa yangi Tom beloti (every > what, every < what)
every person knows what Tom  bought
‘What does every person know Tom bought?

Tabata hypothesizes that quantifiers can be classfied into two types a type which
morphologically embodies the quantificational feature [+Q)] (e.g., Setiap orang, apa yang) and a
type which does not (e.g., siapa). Moreover, a scope ambiguity arises only when the same type
of quantified NPs crossasaresult of QR or (LF) WH-raising.
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This scope interpretation theory accounts for the datain Japanese and English (ibid.):’

(35) a Daremo-o, daekarga t  semeta®(every > some, every < some)

Everyone  someone blamed
‘ Someone blamed everyone.’
b. Nani-oi daemo-ga ti kamesita ka?9 (what > every)
what everyone bought inter
‘What did everyone buy?

As shown in (35a), crossing of two QPs after scrambling gives rise to an ambiguity.
However, crossing of a quantifier and a WH-expression in (35b) has no such consequence.
Tabata maintains that the Japanese focus particles ka and mo are quantificational elements.’®
Now, as (36) shows, in English, crossing of a WH-expression and a quantifier givesriseto
ambiguity (ibid.):

(36) What did everyone buy t for Max? (what > every, what < every)

Tabatainsists that English WHSs bear the quantificational feature [+Q] asin (37) below
following Chomsky (1964) and Klima (1964) and then (36) is explained in much the same way
asthe datain Indonesian and Japanese (ibid.):

(37) awh+someong[+Q]  who
b. wh + something[+Q]  what

It isclear that Tabataintroduces a new perspective into the discussion of scope interpretation
to add to the two main positions, that which relies on QR, and that which insists on the
adequacy of the newly devel oped feature-checking theory. To go more deeply into the lexica
properties of quantifiers themselves would, in my view, be one effective route for future study
inthisareain that it takes non-syntactical aspect of language into consideration. One point
should be pointed out before closing this section.

It concerns the analysisin (37). If we make use of the example in (35a), the natural
implication from it isthat dareka-ga is equivaent to someone:

(38) someone= dare- ka- ga
who p  p(+Nom])

Assuming that dareis equivaent to whofor the time being. The focus particle ka has been
assumed to be a quantificational element aready in this discussion, and the particle ga caries a

7 In(35) dare nani are roughly equal towho, what respectively. Concerning ka and mo, seefootnote 6in
chapter 2. -ga and -0 indicate [+Nom] and [+Acc] respectively.

8 For aproblematic aspect for this sentence, see (24) and (25) in chapter 2.

® This sentence aso has some problems, but | do not goin detain for it here.

© Asismaintained later in this section, not only focus particles like ka and mo, but also case particles like-gaand -
0 are quantificational elements (Q-elements).
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case feature [+Nom]. In English, caseis determined by position in a sentence, whereas, in
Japanese, it isindicated by (case) particles ga[+Nom] and o [+Acc]. Therefore, (38) can be
generdized asin (39):

(39) someone= dare- ka- gao
who p p[+Nom]/[+Acc]

In addition, since someoneis aquantifier, (39) should be interpreted asin (40):

(40) someone [+Q]
dare- ke[ +Q] - galo [+Ql

Since someone bears [+Q)], dare-ka-ga/o should also bear [+Q] as awhole. Next, the
examplesin (41), (42) can be drawn:

(41) adae-ga mado-o kowashita no?
who window broke inter.
‘Who broke the window?

b.dare-o0 mat-teiru no?
whom waite-ing inter.

‘Who are you waiting for?
(42) dare- galo~-no =who/whom

Here, if wefollow Tabatain supposing that English WH bears[+Q)], (42) can be andlysed as
in (43):

(43) dare- galo~ -no= who/whom
+Q  [+wh [+Wh] [+Q]

According to the discussion in 2.2, Japanese WHSs do not carry [+Wh] in themselves. We
must think from (43) that ga/o carry a[+Q)] feature. On the other hand, who/lwhom have both
[+Wh] and [+Q]. However, in this stage, [+Wh] isadominant festure.

Then, if the result in (43) is gpplied to (40), (44) can be drawn:

(44) [[dare ~-no]- galo] ka=[who/whom] [+Q]= someone
[ Fwh [+QI] [+Q [+WHI[+QI]  [+Q] [+Ql

If we conclude that Japanese case particlesare aso quantificational elements and that
English quantifiersinclude a[+Q)] feature which is brought about by case and a[+Q)] feature
which is brought about by something like Japanese ka, it is reasonable to relate scope with case.

The point hereisthat the outward [+Q] is a dominant feature which is brought about by ka
in Japanese, and by being lexicalised in someonein English. Not that someone only bears[+Q)],
or rather that it bears [+Q] asamost distinctive festure, and itsinner structureis rather complex.

The difference of thisanalysisto Tabata sin (37) is now obvious.
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Chapter 4
Revisting GB

4.1. On May’s(1985) Approach

In this chapter, | will start from areconsideration of May’s (1985) approach which we
examined in chapter 1.

A first point to note is that the relation between S-adjunction and V P-adjunction is not
always clear. Aslong asthe two adjunction possibilities are licensed, it is necessary to consider
both of them for even abasic example like (7a) in chapter 1, repeated in (1):

(1) a John saw everyone

When comparing these two legitimate LF structures, the only difference is only that
everyonein (b-2) is closer to its trace than in (b-1), i.e., the movement in (b-2) is more
economical. To consider theimplications of this, let uslook at some examples from Japanese:
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(2 a soko-ni i-ta minnao  John-wa  mi-ta*
there bepast  everyone-acc- top See-past
‘John saw everyone who was there.’
b. John-wa soko-ni i-ta minna-o mi-ta

Compared to (2b), (14a) places emphasis on monna-o, and requiresa specia context
concerning object for it to appear natural. Therefore, it can be said that (28) isthe marked case,
and (2b) isthe unmarked case. Now, both (2a) and (2b) are redized as distinct surface formsin
Japanese, but conceivably thisinterpretive difference might hold between (1b-1) and (1b-2).2
Specificaly, we might suppose:

(3) a Thenumber of thelegitimate L F-representation for a sentence correlates with
the number of the interpretation, each of them isdirectly drawn from the syntactic
characterigtics it represents.
b. The L F-representation which contains more economica movement of a
condtituent(s) requires the unmarked reading. The L F-representation which
contains less economica movement requires the marked reading.

Next, consder (4):

(4 a Every student admires some professor

bl B
\Sl
/\
NP S,
/\
someprofessorj NP S
every studenti NP VP
e \% NP
admirese,

n

-oisacase paticle[+Acc], -waisafocus particle [+Top], although John is[+Nom] in this case.

2 This does not mean that the position of minna(-0) in (2a) isidentical to that of NP, in (1b-1), and Johnwa to NB,
and also John-wa in (2b) to NP, in (1b-2) and minna-o to NPB. The point here concerns the rel ative distance of
each phrase from a predicate.
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b-2. ]
/\
3 |
every student; NP )
/\
e N VPZ
someprofessor, ¥ NP

admirese,

Following the analysis in the previous section, both of these two representations are
legitimate: in each case g and e; are A¢bound and properly governed, and following the
assumption in (3a), the sentence (4a) has two interpretations which correspond to the legitimate
LF-representationsiin (4b-1) and (4b-2) respectively. From (3b), since the every-phrase and the
some-phrase are minimally moved in (4b-2), this structure yields the unmarked interpretation.
Next, we have to examine the difference between the marked and unmarked reading in (4b-1)
and (4b-2). | will pursue this by using Japanese data where we find distinct word order. To
obtain as exact Japanese counterparts for (4a) as possible, we have to first look closely at the
English quantification in this sentence.

Assuming that the function of everyhas two poles; the primary one which focuses on each
member in agroup (F1) and the secondary one which takes all membersin agroup intoitsview
(F2). Therefore, everyis ambiguous as aresult between F1 with F2 and F2 on F1: in the former
F1isprimary functioning, but F2 is still functioning secondary, whereas, in the latter F2 is
forgrounded on the presupposition of F1. F1 with F2 isthe primary function, and F2on Flis
the secondary of every. Whilein F1 with F2 everyfocuses on each member (F1) with assuming
the whole member, in F2 on F1 everycomes to work primary to take all members into one
(F2).

Assuming that { X, X,, X5, X, } isthe set of entitieswhich is specified by the every-phrase,
and {Y,} isan entity which is specified by some-phrase, we can have the same property of four
relations from X, to Y,, say admires, since some picks out one entity Y, from a domain
supposed irrespective of identity. That is, {Y,} ismultipliedto{Y,,Y,,Y,,Y,} to beinterpreted
in oneto onerelation with the entitiesin the set { X, X,, X3, X,} respectively. Asaresult, two
types of set are obtained depending on the interpretive possibilities of identification: the oneis
{Y, Y,Y,Y,}, andtheotheris{Y,Y,Y,Y}. Theformer givesthe distribute reading. On the
other hand, in the latter case, {Y,,Y,,Y1, Y} isfurther processed upto{Y}, and as aresullt,
new one to one relation is produced between the entire set { X, X,, X5, X,} and{Y}. Thisis
the reasonabl e assumption when considering the data where an object isidentified aready asin
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()
(5) Every student admires Prof. Smith.

Here, there is no possibility of mutiplying Prof. Smith as{ Smith,, Smith,, Smith,, Smith;}
because Prof. Smith is aunique entity; the only possibility isfor al sudentsto admire acertain
professor. Thus, no ambiguity occursin this case. Now, eachand all can be related to every:
since each does not have the F2, it can not be developed into F2 on F1, on the other hand, all
strongly focuses on F2, so it does not have the interpretive possibility of F1 with F2.

Next to do is to obtain Japanese counterparts of (4a). The points will be that sentence
sructureisas similar as possible, that subject bears ambiguity depending on whether it focuses
on each member or a entire group, and that object is affected by it. On these conditions, the
candidates are obtained in (6), though none of them completely overlaps with (4a).”* The
symbol % suggests that there should be some modifier in this position to make a phrase
following it natural

(6) a % gakusai-tachi-wa % dono-kyojyu-ka-0 sonkeishi-teiru
(the) student-s-top which-professor-inter-acc ~~ admire
b. % gakusa-tachi-wa mina% dono- kyojyu-ka -0 sonkeishi-teiru

(the) student-s-top al which-professor-inter  -acc admire

Cc. % gakusei-tachi- wa mina sorezore% dono-kyojyu-ka0  sonkeishi-teiru
(the) student-s=  top  dl respectively  Which-professor-inter-acCa  dmire

d. (%) gakuse-wa mina (kanarazu) dare-kakyojyu-o sonkeishi-teiru
student-top ~ al (necessarily) who-inter-professor-acc ~ admires

(@) % dono-gakusei -mo  (kanarazu) dare-ka%- kyojyu-o  sonkeishi-teiru

any -student -too (necessarily) who-inter-%- professor-acc  admires
The first difficulty when considering Japanese counterparts of an English quantified
sentence like (4d) isthe difference between the two languages concerning the relation between

expressions and contexts. That is, without any context, QPsin (4a) quantify directly over the
domain as the whole world (DO); however, whether the domain is pragmatically specified (D1)

B (6a) isthe counterpart of the sentence (), but it isclosely related to (6b,c,d).
() The students admire some professor.
¥ The examples for modifiers are asfollows:
for (6a,b,c): sono-gakubu-no gakusei-tachi-wa mina (sorezore)
that -department-of
ongji-gakubu-no dono-kyojyu-ka-o sonkeishi-teiru
same -department-of
for (7): sono-daigaku-de-wa dono-gakusei-mo (kanarazu)
that -university-in-top
dare-kajibunno-dai gaku-no-kyojyu-o sonkeishi-teiru
who -inter-his -university-of-professor-acc
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or not (DO) affects linguistic realizations of the QPs, or sometimes other parts of a sentencein
Japanese.

For example, (6a,b,c) and (7) are specific descriptions because they have the QP types
(gakusei)-tachi or dono-(gakusel) as subjects, followed by the focus particles -wa and -mo
respectively, which implicitly refer to adomain D1 in themsalves™ and need some modifier to
be natural or explicit in the position indicated by % which specifieswhich D1 they quantify in
more detail, although such modifiers can be omitted if the domain is definitely clear from a
context. In this case, it is more natura or an unmarked description to have the QP types as
objects which also quantify over D1, dono-(kyojyu)-kain (6a,b,c) and dare-ka-%-(kyojyu) in
(7),% rather than the QP type which quantify over DO, dare-ka-(kyojyu) in (6d) and (7), as
object.”

On the other hand, (6d) and (7) are generic descriptions. Unlike gakusei-tachi, the bare NP
gakusel in (6d) identifies only the set which contains all elements which all share the property
gakusel, and does not notice theinside of this set, so that it can easily quantify over DO, so that
it does not necessarily require any modifier which indicates aD1.*® Equally, however, this bare
NP can quantify over D1 with some modifier, for example, corresponding to (6d), we have:

(8) sono-kuni-no-gakusei-wa mina (kanarazu) dare-ka-kyojyu-o sonkeishi-teiru
that-country-in-student-top

In (8) dl objectsin the country which ingtantiate the property gakusel are quantified.

A second difficulty is the difference between the two languages concerning scope. In the
examplesin (6) and (7), the phrase(s) which takes wide scope are underlined. To examine
scopeinteractionsin (6) and (7), | will make use of figures for convenience.”® First examine the
example (63). :

 For example, the QPgakusek-tachi suggests that a speaker grasps fairly concretely about almogt all gakusei, and
thisalso meansthat thereis a definite boundary of domain within which a speaker’ s grasp can extend. By virture
of this property, it fundamentally comes to quantify over aD1, and obtains the set which contains al gakusei in
the D1, but can extend adomain to DO with amodifier such as sekaijyu-no (= in the world) if aspesker is
familiar enough with each member in DO. On the other hand, the QPdono-gakusel works over such a set which
containsall gakuseiin aD1, and picks out an arbitrary element from it regardless of itsidentity.

* Seefootnote 15.

" For example, the QP dare-ka-kyojyuin (6d) and (7) does not require any modifier which indicatesaD1, and
fundamentally works over aset which containsal professorsin DO, and picks out an arbitrary element from it
regardless of itsidentity. However, in most cases a context restricts DO to aD1, and it is also possible to restrict
DO to some D1 by adding amodifier in the % positionin (7). Asaresult, exceedingly uneconomical and vague
quantification is avoided.

B Therefore, aset whichis quantified by the bare NP gakusei, therefore contains all professorsin DO is readily

quantified by the QP dare-ka-gakusel (see footnote 17) and is picked out an arbitrary element

Thefigures used in what follow are a convention within thiswork.
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gakusei-tachi-wa  sonkeishi-teira dono-kyojyu-ka-o

DO isthe domain as awhole world, and D1 is a pragmatically restricted domain, we might
suppose the department in this case. x,, X,, X3, X, are al studentsandy,, y,, Y, Y, are al
professorsin the department. The arrow expresses the relation admirefrom the studentsto an
arbitrary professor y, (1£ x £4). The fundamental function of -wa isto pick out a particular
element from DO as a subject to describe, and we call this element atopic T.2 Thus, a binal
digtinction is drawn between the topic T and the class of al other elementsin DO, and we can
cdl thisclassthe non topic - T. Theimportant point in [1] aboveisthat it isthe entire set X { x,,
X5 X3 X4} that is picked out asatopic T asisindicated by bold circle, and since -wa does not
pay attention to anything other than this distinction, the elements of the set X are not focused
individually. On the other hand, the dono-phrase picks out an arbitrary element y, from the set
Y { Vi, ¥ Va Va}- Infact, itisnot correct to say that an arbitrary element y, is picked out by the
dono-phrasein that the value of x iny, isdetermined in the actual state where the sentence (6a)
isused. It isjust the case that a speaker does not know, or needs to pretend not to know, its
value, but only knows that thereis an element within the set Y which has the relation sonkeishi-
teiruwith members of the set X , so that ahearer has no choice other than to interpret

thevalue of x iny, asarbitrary (1£ x £4). In other words, [2] suggests the non-identification
of the element concerned asis indicated by the bold x on the presupposition that thereisa
certain element to which members of the set X have the relation sonkeishi-teiru. Thus, the
entire set X is connected by the relation admireto an arbitrary dement y, intheset Y in one (as
awhole) to onerelation, and (6a) is only interpreted with the dono-phrase having wide scope.

2 When an dement is picked out directly from DO, thistopic isa subject.
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gakusei-tachi-wa +mina sonkeishi-teiru

The expression mina has the function of identifying the inside of the set asisindicated by
thebold circlesin [2] * As aresult, y, which is an arbitrary element of theset Y {y,, Y, ¥ Va}
(see (6a)[2]) ismultipliedtotheset Y’ {y,, V., Yy, Yt aSthefirst stepin[3]-1 so that each
member of the set X {x,, X,, X5, X,} can correspond to an element of Y. Now we have two
possibilitiesfor value assgnment for x in every y, inthe set Y’: onewhere dl values of x inthe
set Y’ are not identical, the other, where they are in [3]-3. This latter type can be further
schematised asin [3]-3', which represents a one (as awhol€) to one relation between X and an
element of Y. The former [3]-2 corresponds to a distributive reading on the subject, and the
latter [3]-3 to a collective one. However, the latter is weaker than the former because of mina

Thus, (6b) is ambiguous between distributive and collective readings.

Y2

Ya

Y

N

Y

¥s

¥s

Ys

[8}1 [3}2 [313 I313

2 That is, minais different from all asis mentioned aready in connection with the analysis of every because all
focuses on the entire asis made up of each member, athough | assigned all tominain (20b,c,d).
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gakusei-tachi-wa +mina +sorezore

In this case the ambiguity found in (6b,b’) does not arise because the expression sorezore
worksto prevent the process of [3]-3' in (6b') from taking place, and adso prevents the lements
of the set X being treated as one unit. Although (6¢) does not completely exclude the collective
reading, since this reading is more economically done by (6a), the distributive reading in [4]-2
isthe unmarked reading for (6¢).

(6)d'.
rpo
1 gakusei
1
)
1
1
i @ @
;
:
t
1
1
LUy
(1] 311
gakusei-wa +mina sonkeishi-teiru

The bare NP gakusel designates all elementsin DO which share the property gakusei, and -
wa picks out these element as one unit, the set X {x|x has the property gakusei} in[1]. As
already discussed, each element in the set X isfocused by minain [2]. On the other hand, the
dare-ka-phrase picks out an arbitrary element y, as object fromthe set Y {y|y hasthe property
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kyojyu} which is obtained by the bare NP kyojyuin [3]. Unlike for (6a), it is correct to say that
an arbitrary element y, is picked out by the dare-ka-phrase because nothing is determined in the
actual state where the sentence (6d) is used except that there exists the infinite number of
element which share the property kyojyuin DO. It isthe case here that a speaker concentrates on
affirming that thereis such an element inthe set Y asto which the relation sonkeishi-teiru holds
from an element in the set X, therefore, the value of x iny, does not the matter. In other words,
[3] suggests the affirmation of being of an arbitrary element withinthe set Y asisindicated by
bold circle to which the relation sonkeishi-teiru can hold on the presupposition that there exists
infinite number of elements as candidates for this status. Thus, an arbitrary elementy, in [3] is
multiplied so that each element in the set X can have oneto onerelation in [3]-1. In this case
the value assignment for x of each y, does not occur because the value for x in y, does not the
matter here. Therefore, only the reading where gakusei-phrase has wide scopein [3]-1is
attained.

(7.
Do T P Do}
1 F HE ittt tedodut '
I M DL ',
) ! G I
b b kyoiyu '
|l b 'y
'y [ G
: ! : 1 : :
b > . v
b @ P i
1
b b '
P b 0
L A } bmmmmmmmmm———o 1 :
! ]
{2
dono-gakusei-mo sonkeishi-teiru dare-ka-D1-kyojyu-o

Thedono-phrasein [1] picks out an arbitrary element p, from the set P{ p|p has the property
gakusel} in aD1 which is quantified by the bare NP gakusel with the expression which
suggests the D1.2 1t is correct to say that an arbitrary element p, is picked out by dono-phrase
becauseit is determined in the actua state where the sentence (7) is used that every element in
the set P has the relation sonkeishi-teiru to an arbitrary element g, in the set Q {g|q has the
property kyojyu} inthe D1. Itisthe casein [1] that a speaker knows that every element in the
set P can be picked out, but focuses on one being in the set P asisindicated by bold circle and
non-identifies (arbitrarize) it asisindicated by bold x so that a hearer can assign any vaueto it

2 |tisaso possible that dono-phrase to quantify over the set which is quantified by the NP gakusdi-tachi with the
modifier which suggests the D1 when you think you have the grasp of every member in the D1 to alarge extent.
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within D1. A focus particle -mo works to add up dl valuesfor x within the D1 to x one by one.
Thus, an arbitrary element g, in the set Q is picked out and connected by the relation sonkeishi-
teiruto an arbitrary element p, in the set P one by one. However, also in this case a speaker
concentrates on affirming that any p, has such an element in the set Q asto which the relation
sonkeishi-teiru holds, so that the value assgnment for x in g, does not occur since the value of x
in g, is not the matter. That the processin [3]-2 and [3]-3 in (6’) does not occur means
distributive reading is unmarked irrespective of identity. However, it dso meansthat thereisa
possibility for all to have common person whom they admire accidentally, especially in a
restricted domain. Thus, the sentence (7) is considered as almost unambiguous with just a
possibility for collective reading.

We have been examining Japanese counterparts of (4a) so far. What we haveto do now isto
explore how the relative distance of the QPs from a predicate affects the interpretation in (3b).
(6b) is suitable for this examination because it is the only example which is ambiguous,
although (6a) or (6c) are preferred as redlizations of its two readings. Compare, then, (6b) and
(9), where (9) isalinear variance of (6b):

(9) % dono-kyojyu-ka-0 % gakusel-tachi-wa mina sonkeishi-teiru

The difference here is that which iswe can see in the LFs (1b-1) and (1b-2), and thereis
emphasis on dono-kyojyu-ka-oin (9) requiring a special context to make this sentence appear
natural Z Importantly, it also seems that the wide scope reading for the dono-phraseis dlightly
dominant, contrary to the case in (6b). Let us consder here the relaion between the
phenomenon which we see in scrambling in Japanese, reordering of constituentsin surface
form, and two legitimate L F-representations for a surface sentence in English. Assuming that
(6b) and (9) are dmost equivalent to two legitimate L F-representations for (4a), that is (4b-2)
and (4b-2) respectively, neither of them disambiguates (4a), but the scope dominance relation
changesin (6b) and (9). From this, we can perceive somerelated implications. () quantifiers
can take scope over a sentence freely from any adjunct position, since in either type of LF-
representation (4b-2) or (4b-1), instantiated in a Japanese surface structure (6b) or (9), the c-
commanded QPs are not blocked to take wide scope () especialy, the former means the
unavailability of the notion government () but scope dominance relation is changed, when
word ordering of constituentsis changed, scrambled () and a c-commanding QP dominantly
requires awide scope reading

Two things are pointed out here. Firstly, when looking at the examplesin (6) and (7), the
wide scope reading for a c-commanded phrase is not necessarily blocked asin (6a) and (6b),
but we can suppose that there is atendency for ac-commanding phrase to take scope over, say

2 For example, in acontext where it is unexpected each student admires a professor in the same department, a
context which might be made explicit by an expression such as, Amazingly, however.

% Theimplication () conformswith ageneral assumption that quantifiers have sentential scope, and it isaso
referred in May (1985) in the notion * absol ute scope.”’
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subject-object asymmetry. Secondly, when an unscrambled version is (almost) unambiguous,
its scrambled version is gtill unambiguous, and there is no change in scope dominance
relation.”® For example, the scrambled version of (6¢) in (10) has only the same reading with
(6¢):

(20) dono-kyojyu-ka-0 gakusel-wa mina sorezore sonkeishi-teiru
Accordingly, (3b) isrevised asfollows:.

(3)b’. The LF-representation which contains more economica movement of a congtituent(s)
requires the unmarked reading. The L F-representation which contains less economical
movement requires the marked reading. This difference changes dominance relation of
scopes of moved congtituents when they are QPs.

This observation conforms with the observation in the examples (21) (22) and (23) in
chapter 2.

From this, we can conclude that two types of L F-representation in (4b-1) and (4b-2) do not
disambiguate a sentence, nor does c-command relation, athough they tell a strong tendency for
scope relation. Lexicd information like that which we examined in some and every,
information from other parts in a sentence, say minaand sorezorein Japanese, or from
perceptual relation determine ultimate interpretation.?® On the reason that to have (4b-1) and
(4b-2) does not contribute to disambiguate a sentence, and that (4b-2) is canonical, | only use
the type (4b-2) from now. Let us go on to the next example (9a) in chapter 1, repeated in (11):

(11) a What did everyone buy for Max?
b.

% ‘admogt’ meansthat asall examplesin (6) and (7) are closely examined later in this section, (6d) and (7) dightly
alow the wide scope reading for the c-commanded phrases. In this case, we get the wide scope reading after
scrambling for them c-commanding dlightly easier, not to say it is dominant.
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The WH-phrase can not adjoin to VP, and move to COMP in the syntax, because WHsin
English bear the interrogative property [+Wh] and this featureis not alowed to stay within S.
We have examined in the section 2 in chapter 2 and in chapter 3 that Japanese WHSs do not bear
[+Wh], as are fdicitoudy classfied as indeterminate pronominas, and also that the
combination of a WH-expression and an interrogative complementizer ka which bears [+Wh]
occupying interrogative Comp on the right boundary is equivalent to a WH-expression in
English. On this reason, WHSs in Japanese do not need to move in the syntax asis shown in the
examples (15) (17) in chapter 2, contrary to the casein English.

That is, (118) (= (93) in chapter 1) has only one LF-representation in (11b) (= (9b) in chapter
1. Following May (1985) and the discussion so far in this section, (11b) shows only that both
what and everyone share the same absolute scope domain S¢ within which their scopal
properties can fregly interact.

Next, to see how their scopesinteract, we apply the same processto (11b) whichwetried in
the example (4d), given that what also picks out an arbitrary from DO. The difference between
someand what is that the value of x in Y, isaffirmed or questioned. That is, (11a) isaso
ambiguous where either of everyone or what can take scope over the other. Let us examine the
example (10) in chapter 1, repeated in (12):

(12) a Who bought everything for Max?

b.
SI
/\

COMP /\

who; NP, |' V'Pl R
- ‘ VP2 ‘I

L
everything; .' VP, S
v NP, for Max
bought ¢

% Aswewill examine later in this section, morphology grestly contribute to disambiguate sentencesin Japanese.
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Thislegitimate L F-representation aso says only that who and everything can take over the
sentence, and interact their scopes freely. The problem hereishow their scopal interactionsare
determined. Contrary to the casein (4) and (11), the every-phrase occupies the object position.
Applying the same sort of processto (12b) asin (4b) and (11b), since who picks out one
arbitrary element from DO, everything only interpreted as F2 on F1 from thefirg, that is, treated
as one unit according who, and no mutiplication for every-phrase occurs. It will be possible to
say that we can aso see subject-object asymmetry here. However, the Situation is not so smple
when we consder the ambiguity in the sentencein (13) below:

(13) Somebody loves everybody

In (13) the subject some-phrase is multiplied according to the interpretation of object every-
phrase. Now we can give a explanation for this fact by using the results in the comparison of
(6b) and (10) above. Fundamentally, possibly conceptually, interpretation of subject has a
dominancy for that of object taking the wide scope reading dominantly. However, aEnglish
constituent structure can allow for a bit more dominance for object than in Japanese and
Chinese. | assume that, supporting Aoun & Li (1989), thisis because English subject is,
possible reconstructed in lower position than in Japanese and Chinese, where subject-object
enjoys more logical relation, rather than perceptua relation. However, when a subject WH-
expression is moved to Comp in (12) higher than its canonical position in (13), subject in
English regainsits original dominancy again.?” Next consider the example (11) in chapter 1,
repeated in (14) below:

(14) a Every pilot hit some MIG that chased him.

b-1.
=" \SI
/\
NP, )
T~
NP/\/CP\ NP, 5,
some MIG C 1P everypilot NP VP
that chased him , & v NP
» hit g
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b-2.
g
et T
S,
T —
" )\
everypilot; NP VP
—_— T
l € NPy vP .
NP/\CP v NP
some MIG C P hit g
that chased him

[

According to the discussion so far, only (14b-2) is made use of as an L F-representation for
(149), and in this L F-representation the every-phrase and the some-phrase take scope over the
entire sentence, and interact their scopal properties freely within it. How their scopa properties
interact isthe same asin (44), and then the pronoun himisinterpreted depending onit.

(15 a

,"-:‘\-—-" II"B;—
[} (_‘I___

\
@ ' @
} “"—'—‘
\
~ ,l
e

{2

7| assume that subject in Japanese and Chinese occupies a high position enough to enjoy perceptua dominancy,
athough it islower than Comp. Especidly, in Japanese Comp isaposition for object to have marked reading.
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m

When every pilot in the set P{p,, p,, Ps, P hit aMIG in the set M{m,, m,, m;, m,}
respectively in (15a)[ 1] (distributive reading), each MIG in the set M could have chased the
pilotin the set P which later hit it in (15a)[2]. In this case the pilot can be referred to by him
because the pilot is asingle entity and the pronoun himcan only refer to asingle entity.?In
other words, there are four pilotsin this situation, but thereis one pilot in terms of each MIG as
an object to chasein arange of each MIG.

On the other hand, when the pilotsin the set P hit the same MIG in (15b)[1] (collective
reading),”the MIG could not have chased the pilotsin the set P because it isimpossible for one
entity to chase more than one entity at the same time,* but could have chased another entity h,
in (15b)[2] which existed in the same context, but is not directly mentioned by the sentence
(144). Whilein theformer case the pilotsin the set P can not be referred to by himbecause they
are not asingle entity, athough it isasingle unit, in the latter case another entity can be referred
by himbecauseit isasingle entity. Let us go on to the example (12) in chapter 1, repeated in
(16):

3 The pilot means p, for my, p, for m,, p, for m,, and p,for m,.

2 Atthis stage, the pilotsin the set P are considered only as one unit, and they can not be focused distributively
anymore. Therefore, it isimpossible to refer to them ashim

¥ The oneto one relation can not hold in this case as a pure phenomenon nor as a phenomenon conceptually re-
interpreted.
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(16) a Somepilot who shot at it hit every MIG

b.
- S’
—“‘ \
/Sx\
D L
some pilot C P A NP vP
who shotatit everyMIG; V

I_JQ

In this L F-representation the some-phrase and the every-phrase take scope over a sentence,
and their scopal properties can interact fredy withinit.

1)

shot

©
©

2] (1}

Asexplained aready in (12), when the quantified subject is not ambiguous with only a
single entity reading, the quantified object which is ambiguous between whether the elements
can be treated as one unit or not is treated only as one unit from the first, and a one to one
relation is established at this point in (17)[1]. Therefore, the pronoun it cannot refer to every
MIG anymore because it is not asingle entity, although it isasingle unit, and thus has to refer
to another entity in the context which is not mentioned directly by in the structure. Finaly, let
us consider the example (13) in chapter 1, repested in (18):
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(18) a Which pilot who shot at it hit every MIG that chased him?
b.

s
/\

COMP; S
COMP CP NP VP
which pilot who shotatit ¢ NP; VP

| | NP Ccp v NP

every MIG that chased him  hit ¢

L |

In this L F-representation the which-phrase and the every-phrase take sentential scope, and
can interact their scopal propertiesfredy withinit.

(19)

A

shot

®
©OOO
olelolo

{21

In the same way asin (16), since the quantified subject which-phrase is not ambiguous with
only the reading as an arbitrary entity p, in [1]-1, every-phraseistreated only as one unit from
thefirgt, and then oneto onerelation is established in [1]-1. Therefore, we have no possibility to
interpret it as referring to every-phrase because it is one unit, not one entity, but the possibility
tointerpret it asreferring to another entity in the same context which is not directly mentioned
by the sentence (18a) in [1]-2, i.. Also, when which pilot hit every MIGin [1]-1, every MIG
could have chased a same person him, in [2]. This him, can be p, because him, refersto one
entity and p, is one entity. Therefore, himcan refer to which pilot.
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4.2. Concluding Remarks

| have concentrated on examining May’s (1985) framework in the last chapter. It resulted in
adding arevising, but thisrevision is crucia in that the two types of L F-representation which
are supposed by May to disambiguate scopal interactions do not ultimately do the work.
However, thisline of approach still has insights for the study of this area, especidly, that the
notion adjunct can be made use of asto make it possible for QPs to take sententia scope from
its position. | will be possible to think that as much the same way that WH-expressions have the
special position to occupy, Comp, quantified phrases also have some different position to
occupy from non quantified phrases. However, | aso had some conclusion in chapter 3 to the
effect that it is reasonable that quantifier’s scope can be related to case, specifically, case-
checking operation. This supports the Minimalist approach. It will be my future research to
seek for apossibility to integrate these two lines of gpproach.
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