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The multioverlap molecular dynamics method gives a flat probability distribution in the
multidimensional dihedral-angle-distance space, where the dihedral-angle distance of a
configuration with respect to a reference state gives a measure for structural similarity. Hence, this
method realizes a random walk among specific configurations in the multidimensional
dihedral-angle-distance space at a constant temperature and explores widely in the configurational
space. We applied the multioverlap molecular dynamics method to a pentapeptide, Met-enkephalin,
in gas phase as a test system. Comparing the results of this method with those of the conventional
canonical and multicanonical algorithms, we demonstrate its effectiveness. Furthermore, from the
detailed free-energy landscape obtained from the results of the multioverlap molecular dynamics
simulation, we obtain the transition state between two specific reference configurations of
Met-enkephalin. We also deduce the transition pathway between the two specific reference

configurations. © 2006 American Institute of Physics. [DOIL: 10.1063/1.2171189]

I. INTRODUCTION

In order to understand the protein folding problem, it is
essential that the detailed free-energy landscape of the pro-
tein system is obtained. By analyzing the free-energy land-
scape, we can deduce the folding pathways and the stability
of any structures of the protein. Furthermore, the transition
state between two specific stable states can also be discov-
ered. Exploring the transition state, we can gain information
about state transitions. From a point of view of molecular
modeling or drug design, moreover, it is also very important
that the transition state is found. Accordingly, many efforts
are devoted to obtain the detailed free-energy landscape by
computer simulations.

Canonical-ensemble simulations'® are widely employed
in computer simulations. In the canonical ensemble at a fixed
temperature, the probability distribution of the potential en-
ergy is given by the product of the density of states and the
Boltzmann weight factor, and we have a bell-shaped prob-
ability distribution of the potential energy. However, this
simulation method is not suitable for applying to complex
systems such as proteins. Because such complex systems
have many local-minimum free-energy states, canonical-
ensemble simulations tend to get trapped at the local-
minimum states. At low temperatures, in particular, the usual
canonical-ensemble simulations cannot realize efficient sam-
pling in the configurational space. This is because in canoni-
cal simulations energy fluctuations are small at a low tem-
perature and energy barriers cannot be overcome. Therefore,
if we employ the conventional canonical-ensemble method
in complex systems, we may estimate inaccurately various
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thermodynamic quantities at low temperatures. To overcome
this difficulty, the generalized-ensemble algorithms have
been proposed (for a review, see Ref. 7).

The multicanonical algorithmg’11 is perhaps one of the
most well-known methods among the generalized-ensemble
algorithms. In the multicanonical ensemble, the probability
distribution of the potential energy is expressed by the prod-
uct of the density of states and a non-Boltzmann weight fac-
tor, which we refer to as the multicanonical weight factor,
and we have a flat probability distribution of the potential
energy. Therefore, multicanonical-ensemble simulations real-
ize a free random walk in the potential energy space and
overcome energy barriers. Because the multicanonical simu-
lations do not get trapped in local-minimum states, we need
much less simulation time to get an accurate free-energy
landscape than conventional canonical simulations. There-
fore, the application of the multicanonical algorithm to the
protein folding was proposed.12 Since then there have been
many works based on this method and its variants in protein
and related systems (for a review, see Ref. 13).

The multicanonical algorithm aims at achieving a wide
range sampling in the configurational space. However, be-
cause of the very nature of this algorithm, it is difficult to
focus on specific configurations. Consequently, the free-
energy landscape around or among these configurations of
interest may be incorrectly estimated in multicanonical-
ensemble simulations. To understand protein folding, we
must investigate the stability of certain configurations and
the transition states among these configurations. Accordingly,
the detailed free-energy landscape in the neighborhood of
specific configurations is necessary. Recently, a new algo-
rithm, which is a generalization of the multicanonical algo-
rithm and is referred to as the multioverlap algorithm,l4 was
proposed to overcome this difficulty: This method focuses on
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specific configurations but can still overcome potential en-
ergy barriers. Here, an overlap of a configuration is a mea-
sure of structural similarity to a reference configuration. In
the multioverlap ensemble, the probability distribution is ex-
pressed by the product of the density of states and a non-
Boltzmann weight factor, which we refer to as the multiover-
lap weight factor, and we have a flat probability distribution
in the overlap space. Consequently, the multioverlap en-
semble realizes a random walk in the overlap space and ef-
ficiently samples the conformational space, and we can ob-
tain the detailed free-energy landscape in the neighborhood
of specific configurations.

A Monte Carlo (MC) version of this algorithm was pro-
posed in Ref. 14. In general, for chain molecules such as
proteins, MC simulations are mostly based on the updates of
dihedral angles, not Cartesian coordinates, in order to main-
tain the covalent geometry of such chain molecules. A small
update of a single dihedral angle can then result in a large
motion of the molecule, and the trial MC step will be almost
always rejected. Therefore, in many particle systems such as
proteins in solution, MC algorithm would sample ineffi-
ciently the conformational space, and it is difficult to esti-
mate correctly the free-energy landscape.

To avoid such problems in the MC simulations, the mo-
lecular dynamics (MD) algorithm is often employed. For in-
stance, the MD version of multicanonical algorithm was de-
veloped in Refs. 10 and 11. We also proposed a MD version
of the multioverlap method in Ref. 15. In this article, we
present detailed comparisons of the multioverlap MD algo-
rithm with the conventional canonical MD method and the
multicanonical MD method, taking Met-enkephalin in gas
phase as a benchmark system. Moreover, from the detailed
free-energy landscape obtained from the results of the mul-
tioverlap MD simulation, we predict a transition pathway
between two specific configurations of Met-enkephalin.

In Sec. II we summarize the formulation of the multio-
verlap MD algorithm. The details of the condition of various
simulation methods are given in Sec. III. We present the
results of the application of these methods to Met-enkephalin
in Sec. IV. Section V is devoted to conclusions.

Il. FORMULATION OF THE MULTIOVERLAP
MOLECULAR DYNAMICS ALGORITHM

In this section we explain the formulation of the multio-
verlap MD algorithm.15 The dihedral-angle distance'® is de-
fined as a reaction coordinate in Sec. Il A. In Sec. II B we
introduce a non-Boltzmann weight factor, which we refer to
as the multioverlap weight factor. The multioverlap weight
factor realizes a constant probability distribution in a multi-
dimensional dihedral-angle-distance space. In Sec. II C we
present the equations of motion in the multioverlap en-
semble. We present details of the updating procedure of the
multioverlap weight factor in Sec. II D. In Sec. I E we ex-
plain the reweighting techniques.lf”l7 Utilizing the reweight-
ing techniques, we can calculate appropriate physical quan-
tities and obtain the free-energy landscape at any
temperature.
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A. Definition of dihedral-angle distance

In order to explore transition states among any reference
configurations, we would like to perform a simulation which
focuses on the reference configurations and does not get
trapped in local-minimum states. While a free random walk
in the potential energy space is realized in the multicanonical
MD method, we would like to perform a random walk in
some reaction coordinate so that the reference configuration
can be efficiently sampled. In the multioverlap algorithm,14
the overlap is introduced as this reaction coordinate. The
overlap O with respect to a reference configuration is defined
as follows:'*'®

0=1-d, (1)

where d is the dihedral-angle distance given by
1 0
d=—2d(v,V)). )
nmw’;

Here, n is the total number of dihedral angles, v; is the dihe-
dral angle i, and v} is the dihedral angle i of the reference
configuration. The distance d,(v;,v") between two dihedral
angles is defined by

da(vi’U?)zmin(|Ui_v? 2 — |Ui_v?|)' (3)
The dihedral-angle distance d in Eq. (2) takes on a value in
the range 0<d<1. From Eq. (1), correspondingly, 0<0O
< 1. In particular, if we consider a system at infinite tempera-
ture (T,==), the average values of the dihedral-angle
distance d and the overlap O are % This is because the dis-
tance d,(v ,-,v?) in Eq. (3) will have a uniform distribution in
the range between 0 and 7 at Tj=cc. Furthermore, if d=0
(O=1), all dihedral angles are coincident with those of the
reference configuration. The dihedral-angle distance (the
overlap) is thus an indicator of how similar the conformation
is to the reference conformation. As one can see in Eq. (1),
the dihedral-angle distance d is equivalent to the overlap O.
Hereafter, we employ the dihedral-angle distance d as the
reaction coordinate in the multioverlap algorithm.

B. Constant probability distribution in dihedral-angle-
distance space

We want the simulation to realize a random walk in a
multidimensional dihedral-angle-distance space. In other
words, the simulation needs to have a constant probability
distribution with the dihedral-angle-distance reaction coordi-
nates. In the case of canonical ensemble at a constant tem-
perature T, the probability distribution P. of potential en-
ergy E is represented by the product of the density of states
n(E) and the Boltzmann weight factor W,,

PE;Ty) =n(E)WJE;Ty) = n(E)e Pk, (4)

where B is given by By=1/kgT, (kg is the Boltzmann con-
stant). From Eq. (4) the probability distribution P, is not
constant and takes a much smaller value in the high-energy,
making the probability for the escape from local-minimum
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states small. Consequently, canonical-ensemble simulations
would get trapped in the local-minimum states at a low tem-
perature. In the multioverlap ensemble at a constant tempera-
ture T\, on the other hand, the probability distribution is de-
termined by the following non-Boltzmann weight factor,
which we refer to as the multioverlap weight factor:

Wmuov(d;E) = e_BUEmuov(dﬂf), )

where E,0,(d;E) is the “multioverlap potential energy” de-
fined by

Emuov(d;E) =FE- kBTQf(d) . (6)

The function f(d) is the dimensionless free energy at
dihedral-angle distance d.

The generalization to the multidimensional dihedral-
angle-distance space is straightforward and the multioverlap
weight factor is given by

Wonsorld .. dyi E) = € PoFm i) (7)
and

Emuov(dl’ ,dN,E) =E— kBT(ﬂ“(dl’ ,dN), (8)

where N is the number of the reference configurations and
d; is the dihedral-angle distance with respect to reference
configuration i(i=1,...,N). The function f(d,, ... ,dy) is the
dimensionless free energy with the fixed values of dihedral-
angle distances d,,...,dy. The dimensionless free energy
f(d,,....dy) is defined so that the probability distribution
P w0y 1s flat:

Pmuov(dh ’dN) = J' dEl’l(dl, ,dN;E)

X Wmuov(dl’ e ’dN;E)

= f dEn(dl, . ,dN;E)e_ﬁOE'ﬁf(dl,...,dN)

= const, 9)

where n(d,, ... ,dy;E) is the density of states. Thus, we are
able to perform simulations, which realize a random walk in
the multidimensional dihedral-angle-distance space.

In this paper we use only the two-dimensional version of
these methods. Namely, N=2 in Egs. (7)-(9). We can then
perform a simulation which is focused on two specific refer-
ence configurations. Accordingly, we can explore a transition
state between the two reference configurations. We will only
deal with the two-dimensional version of these methods
hereafter.

C. Equations of motion in multioverlap
MD simulations

The canonical MD simulations are performed by solving
numerically the following equations of motion with a Gauss-
ian thermostat,z’3 which we refer to as the Gaussian con-
straint method,

J. Chem. Phys. 124, 104103 (2006)

(10)

pi=F.—{p;

where m;, q;, and p; are the mass, coordinate vector, and
momentum vector of atom i. The force F; acting on atom i is
given by

oE

F;= .
aq;

i (11)
The coefficient ¢, is chosen so as to guarantee that the total
kinetic energy is constant,

2 Fiq
4

=—— (12)
22,-1’52/2’”5

Correspondingly, the molecular dynamics algorithm in
the multioverlap ensemble naturally follows from Eq. (7)
(see Refs. 10 and 11 for the case of multicanonical MD). The
multioverlap MD simulation is carried out by solving the
following modified equations of motion with a Gaussian
thermostat:

L,
Ydt omy

(13)
I)i = F;IIUOV - gmuovpi'

The “force” F™° acting on atom i is calculated from [see
Eq. (8)]

oo —_ sy ) "
aq; i
The coefficient {,,,, is defined by
S F
Smuov = m (15)

D. Determination of the multioverlap
potential energy

The multioverlap potential energy E, ., or the dimen-
sionless free energy f(d,,d,), in Eq. (8) is not a priori known
and we must obtain its estimate by iterations of short simu-
lations. Several methods'®* to determine the dimensionless
free energy f(d,,d,) exist and we determine it by the follow-
ing process.” We update the dimensionless free energy
f(d,.d,) at each MD step of a short multioverlap MD simu-
lation, and we iterate this procedure. Suppose that we have
f=f9(d,,dy:k—1) at the (k—1)th MD step of the /th iteration
of the short multioverlap MD simulation, and that the con-
figuration at the kth MD step has the values d;=c¢, and d,
=c,. We then update the dimensionless free energy by
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f“)(dl =c,dy=cy3k) =f<l)(d1 =cp,dy=cy3k—1) —a(l),
(16)

where a is an appropriately chosen positive constant. The
Ith iteration of the multioverlap MD simulation with the up-
dating procedure of Eq. (16) is continued until the probabil-
ity distribution P,...(d,,d,) in Eq. (9) becomes reasonably
flat with fluctuations of order a”. For the (/+1)th iteration,
we make the value of the constant a smaller, i.e., a™h
<a", and repeat the updating procedure of Eq. (16) with [
replaced by /+ 1. The initial value can be set as follows:

£V(d,,d,;0)=0. (17)

The iteration is terminated when the probability distribution
Pruov(d),d,y) becomes satisfactorily flat. After the dimen-
sionless free energy f(d,,d,) is determined, we make a long
production multioverlap MD simulation of Egs. (13) and
(14) with this f(d;,d,).

E. Reweighting techniques

The results of the multioverlap production run can be
analyzed by the reweighting techniques. Suppose that we
have determined the dimensionless free energy f(d,,d,) at a
constant temperature 7|, and that we have made a production
run at this temperature. The expectation value of a physical
quantity A at any temperature 7 is calculated from

Ed],dz,EA(dl,d2§E)n(d1,d2§E)€_BE

Edl’dz’En(dl,dz;E)e_BE

(A)r= , (18)

where the best estimate of the density of states is given by
the single-histogram reweighting techniques,m’17

Nmuov(dl’dZ;E)

d ,d ;E = >
n( b ) Wmuov(dl’dZ;E)

(19)

and Ny,,o,(d;,dy;E) is the histogram of the probability dis-
tribution that was obtained by the multioverlap production
run. By substituting Egs. (7), (8), and (19) into Eq. (18), we
have

Zdl,dz,E A (dl ’ d2 5 E)Nmuov(dl > d2 5 E)elgoE_f(dl’dz)_BE

Ar= BoE~f(d)dy)~BE
Edl’dz’ENmuov(dhdﬁE)e 0 %2

(20)

We can also calculate the free energy (or the potential of
mean force) with appropriate reaction coordinates. For ex-
ample, the free energy F(&,,&,;T) with reaction coordinates
&, & at temperature 7T is defined by

F(&,6:T) =—kgTIn P (¢),&:7), (21)

where P.(&,&;T) is the reweighted canonical probability
distribution of & and &, and given by [see Eq. (20)]

J. Chem. Phys. 124, 104103 (2006)

Pc(gl s 52 5 T)
Edl Jdy,E Nmuov(fl s ‘52 5 dl s d2 5 E)eﬁoE_f(dl )=PE
2§1’§2,d1,d2,E Niwou(1,623d 1 dy ;E)e'BOE_f(dl’dz)_BE

(22)

and N0 (&1,&,:d,,dy; E) is the histogram of the probability
distribution that was obtained from the multioverlap produc-
tion run.

lll. COMPUTATIONAL DETAILS

Met-enkephalin is one of the simplest peptides and has
the amino-acid sequence Tyr-Gly-Gly-Phe-Met. This peptide
is often adopted as a test system in biomolecular simulations.
Therefore, we also adopted Met-enkephalin in vacuum as a
test system of the multioverlap MD method. In our simula-
tions the N terminus and the C terminus were blocked with
the acetyl group and the N-methyl group, respectively. This
is because we wanted the total charge of the Met-enkephalin
system to be neutral. Accordingly, the total number of atoms
of Met-enkephalin in our simulations is 84. The force field
that we adopted is the CHARMM param 22 parameter set.”
Our multioverlap MD simulations were performed by imple-
menting the method in the CHARMM macromolecular me-
chanics proglram.26 The main part of implementation is
shown as follows. We introduced the Gaussian constraint
method (Gaussian thermostat)> to the CHARMM macromo-
lecular mechanics program. The corresponding equations of
motion were implemented. Namely, we used Eq. (10) for the
canonical MD simulations and Eq. (13) for the multioverlap
MD simulations. We also implemented the method in the
CHARMM macromolecular mechanics program to perform
multicanonical MD simulations. The time step was taken to
be 0.5 fs and the leap-frog algorithm27 was employed for the
numerical integration.

We consider two local-minimum-energy states of Met-
enkephalin as reference configurations. These configurations
were obtained by the simulated annealing MD method.”®
During the simulated annealing run, the temperature was de-
creased linearly from 1000 to 100 K with an increment of
50 K, and the canonical MD simulations were performed for
500 ps at each temperature (9.5 ns in total). This simulated
annealing MD run was repeated ten times with different ini-
tial random numbers. The obtained final conformations were
further minimized by the conjugate gradient method, and two
conformations were identified as the reference configurations
from the backbone hydrogen bond patterns. In Fig. 1 we
show these reference configurations of Met-enkephalin. Ref-
erence configuration 1 (RC1) has a B-turn structure with two
backbone hydrogen bonds between Gly-2 and Met-5, and
reference configuration 2 (RC2) has a y-turn structure with
two backbone hydrogen bonds between Gly-2 and Phe-4.
Reference configuration 1 also has a hydrogen bond between
hydrogen bond acceptor CO of Gly-2 and hydrogen bond
donor NH of Phe-4. We remark that with ECEPP/2 energy
function® ' RC1 corresponds to the global-minimum state
and RC2 corresponds to a local-minimum state.*
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@ (b)

FIG. 1. (a) Reference configuration 1 and (b) reference configuration 2. The
dotted lines denote the hydrogen bonds. The N terminus and the C terminus
are on the right-hand side and on the left-hand side, respectively. The figures
were created with RASMOL (Ref. 36).

The backbone dihedral angles are of three types: the ro-
tation angle about the N—C® bond of the backbone (¢), that
about the C*~C bond (), and that about the peptide bond
C-N (w). Our multioverlap MD simulation was performed
using the all-atom model, but we used only ¢ and ¢ angles
in the definition of the dihedral-angle distances in Eq. (2).
This is because the dihedral angles of the backbone w have
almost the fixed value of 180° for the peptide bond C-N.
Furthermore, by using only the backbone dihedral angles
(and not side-chain dihedral angles) as the elements of the
dihedral-angle distances, we focused on the backbone struc-
tures of Met-enkephalin. In Eq. (2), consequently, the num-
ber n of the elements of the dihedral-angle distances is ten
because Met-enkephalin has five pairs of ¢ and . In Table I
we list the dihedral angles ¢ and ¢ of the two reference
configurations in Fig. 1.

Our multioverlap MD simulation was carried out at 7
=300 K. We first have to determine the multioverlap weight
factor Wuov(d),d; E) in Eq. (7), or the dimensionless free
energy f(d,,d,) in Eq. (8), to get a flat probability distribu-
tion in the two-dimensional dihedral-angle-distance space
(d, ,d,). For that purpose we used the procedure in Sec. I D.
We first set f)(d,,d,)=0 according to Eq. (17). We then
performed the multioverlap MD simulation of Eq. (13) for
14 ns. The dimensionless free energy f\V(d,,d,) was updated
by Eq. (16) at each MD step with a'’=0.0001. For this cal-
culation, the dihedral-angle distances (d;,d,) were dis-
cretized with a bin size of 0.01. This 14 ns MD simulation
was sufficient to obtain an optimal multioverlap weight fac-

TABLE 1. Backbone dihedral angles ¢ and ¢ for reference configurations
1 and 2.

Reference configuration 1 Reference configuration 2

J. Chem. Phys. 124, 104103 (2006)

FIG. 2. The common initial conformation of the usual canonical, multica-
nonical, and multioverlap MD simulations. See also the caption of Fig. 1.

tor, and we did not further iterate the process. Finally, the
multioverlap MD production run was then performed with
this weight factor for 24 ns after equilibration of 1 ns. Be-
cause the multioverlap MD simulations perform a random
walk in the configurational space, the results will not depend
on the initial conformation. For the initial conformation of
the multioverlap MD simulation production run, we thus
simply adopted one of the final conformations obtained by
the above simulated annealing runs. In Fig. 2 we show this
initial conformation and list their backbone dihedral angles
in Table II. For the purpose of comparisons, we also per-
formed a usual canonical MD simulation and a multicanoni-
cal MD simulation for 24 ns at 7,=300 K. The initial con-
formation for both the canonical production run and the
multicanonical production run was the same as that for the
multioverlap production run.

IV. RESULTS AND DISCUSSION

In this section we present the results of the multioverlap
MD simulation of Met-enkephalin in vacuum. Furthermore,
we compare with the results of the usual canonical, multica-

TABLE II. Backbone dihedral angles ¢ and ¢ for the initial conformation.

Initial conformation

Residue Type Angle (°) Residue Type Angle (°) Residue Type Angle (°)
1 & ~100.1 1 & -136.0 1 &, -107.3
1 " 136.2 1 " 139.3 1 W 149.5
2 b, ~149.2 2 # -163.8 2 b, ~156.7
2 W 56.6 2 b 68.8 2 ¥ 64.6
3 &, 76.4 3 & 88.7 3 & 68.3
3 VA -78.2 3 VA -61.0 3 U -89.2
4 by -87.9 4 " ~108.3 4 b -89.3
4 v 375 4 " ~179.7 4 W ~13.4
5 &s -79.8 5 &s —922 5 bs 777
5 s 138.9 5 s 146.1 5 s 110.3
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FIG. 3. The time series of the
| 1 dihedral-angle distances d; and d,. (a)
and (b) are the results from the usual
canonical MD simulation, (c) and (d)
are from the multicanonical MD simu-
lation, and (e) and (f) are from the
] multioverlap MD simulation at T,
=300 K.
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nonical, and multioverlap MD simulations. The various time
series are given in Sec. IV A. In Sec. IV B we show the raw
data of the probability distributions and discuss the effective-
ness of the multioverlap MD method. The physical quantities
can be calculated by the reweighting tec:hniques.lﬁ’17 In Sec.
IV C the physical quantities, which were obtained from the
usual canonical and multioverlap MD simulations, are com-
pared with those from the multicanonical MD simulation. In
the last section we describe the detailed free-energy land-
scape calculated from the multioverlap MD simulation and
identify the conformations in the transition state between
RC1 and RC2.

A. Time series of simulations

We first examine the time series of various quantities
from the usual canonical, multicanonical, and multioverlap
MD simulations. Figure 3 shows the time series of the

5000 110* 1.510* 210* 2.510*

time (ps)

dihedral-angle distances with respect to each of the two ref-
erence configurations. When d;=0, the values of the back-
bone dihedral angles are completely coincident with those of
reference configuration 1 and it turned out that d,=0.159.
Conversely, when d,=0, we have d;=0.159. In the usual
canonical MD simulation at 7,=300 K [see Figs. 3(a) and
3(b)], the configuration transited from a RC1-like state to a
RC2-like state near 5 ns and did not transit back from the
RC2-like state to the RC1-like state. In other words, the ca-
nonical MD simulation got trapped in the RC2-like local-
minimum state. Thus, the usual canonical MD simulation
does not sample efficiently the conformational space and we
cannot calculate an accurate free-energy landscape. On the
one hand, the multicanonical MD simulation did not get
trapped in the local-minimum states, as we can see in Figs.
3(c) and 3(d). For both d; and d, we observe random walks
both in d; space and in d, space; both dihedral-angle dis-
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FIG. 4. The time series of the RMSD
1 ry and r,. (a) and (b) are the results
from the usual canonical MD simula-
tion, (c) and (d) are from the multica-
nonical MD simulation, and (e) and (f)
are from the multioverlap MD simula-
] tion at 7;,=300 K.
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tances often visited small values as well as large values be-
yond 0.5, which is the average value at T,=. Therefore, we
had an efficient sampling in the conformational space in the
multicanonical MD simulation. When we look into Fig. 3(c)
more carefully, however, we find that the multicanonical MD
simulation did not sample around the RCI1-like state very
much (d; values did not take very small values). Accord-
ingly, we may not obtain an accurate free-energy landscape
near RC1 from the results of the multicanonical MD simula-
tion. Finally, as one can see in Figs. 3(e) and 3(f), the mul-
tioverlap MD simulation did not get trapped in the local-
minimum states, either. Although the ranges of the dihedral-
angle distances that were covered are less in the multioverlap
MD simulation than in the multicanonical MD simulation
(reflecting the fact that the latter explores a wide conforma-
tional space than the former), the multioverlap simulation
indeed visited both the RC1 state and RC2 state. We observe

5000 110* 1.510* 210* 2.510*

time (ps)

transitions between the RC1 state and RC2 state several
times in the figure. Thus, the multioverlap MD simulation
can realize a random walk in the two-dimensional dihedral-
angle-distance space and yet focus on the two reference con-
figurations RC1 and RC2.

In Fig. 4 we show the time series of the root-mean-
square distance (RMSD) of the backbone of Met-enkephalin
with respect to each of the two reference configurations from
the canonical, multicanonical, and multioverlap MD simula-
tions. The RMSD r; with respect to reference configuration i
is defined by

N ;
r;=min _2 (‘Ij—‘I;- 2. (23)
Nj

where N is the number of atoms, {q](.i)} are the coordinates of
reference configuration 7, and the minimization is over the
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rigid translations and rigid rotations of the coordinates of the
configuration {g;} with respect to the center of geometry. The
behavior of the three simulations in Fig. 4 is the same as in
Fig. 3; there are strong correlations between the dihedral-
angle distance d, (d,) and the RMSD r; (r,). By employing
the RMSD as the reaction coordinates, however, the bound-
ary between the RC1-like state and RC2-like state is more
clarified. Incidentally, when r;=0 (r,=0), we have r,=1.52
(r=1.52).

Figure 5 shows the time series of the potential energy of
the three simulations. The multicanonical MD simulation
covers widely the potential energy space, as we can see in
Figs. 5(b). The time series of the potential energy of the
multioverlap MD simulation, however, is not much different
from that of the canonical MD simulation [compare Figs.
5(a) and 5(c)]. This is because the multioverlap algorithm is
based on the Boltzmann weight factor at temperature 7|, as
far as energy dependence is concerned [see Egs. (7) and (8)],
while the multicanonical algorithm is independent of tem-
perature. The multioverlap MD method aims at a random
walk in the dihedral-angle-distance space, not in the potential
energy space.

B. Probability distributions of simulations

We discuss the probability distributions of configuration
from the three simulations, the usual canonical, multicanoni-
cal, and multioverlap MD simulations. In Fig. 6 we show the
raw data of the histograms with respect to the two dihedral-
angle-distance coordinates. The bin size of the two-
dimensional histograms is 0.01 X 0.01. These histograms rep-

0 5000 110* 1.510* 210* 2.510*

FIG. 5. The time series of the poten-
tial energy E. (a) is the results from
the usual canonical MD simulation,
(b) is from the multicanonical MD
simulation, and (c) is from the multio-
verlap MD simulation at 7,=300 K.

time (ps)

resent the probability distributions in the two-dimensional
dihedral-angle-distance space for the three ensembles. From
Figs. 6(a) and 6(b), it is obvious that the probability distri-
butions of the usual canonical and multicanonical MD simu-
lations are biased towards RC2; there are pronounced peaks
near (d;,d,)=(0.159,0.0). In other words, as previously
stated, the usual canonical and multicanonical MD simula-
tions did not sample efficiently the RCl-like states [near
(d,,d»)=(0.0,0.159)]. In Fig. 6(c), on the other hand, we
confirm that the multioverlap MD simulation has a rather flat
probability distribution in the two-dimensional dihedral-
angle-distance space containing both the RC1 state and the
RC?2 state [see Eq. (9)].

In Fig. 7 we show the raw data of the histograms with
respect to the two RMSD coordinates. The bin size of the
two-dimensional histograms is 0.1 X 0.1 A2, In this case, the
histograms were taken every 100 MD steps (50 fs). There-
fore, these histograms are rugged in comparison with those
with the dihedral-angle-distance coordinates in Fig. 6, where
the data were taken every MD step (0.5 fs). The two peaks
that correspond to the RC1 and RC2 states are disconnected
in the case of the canonical MD simulation [see Fig. 7(a)],
and they are connected in both the multicanonical MD simu-
lation and the multioverlap MD simulation [see Figs. 7(b)
and 7(c)]. However, while the multicanonical MD simulation
has to visit a region with large r| and r, (high-energy region)
in order to have transitions between RC1 and RC2, the mul-
tioverlap MD simulation can connect both states within a
region with small r; and r,. The characteristics of the prob-
ability distributions in Fig. 7 are essentially the same as in
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Fig. 6. Namely, in Figs. 7(a) and 7(b) the probability distri-
butions are biased distributions towards RC2, and that from
the multioverlap MD simulation in Fig. 7(c) has finite con-
tributions in both the RC1 state and the RC2 state. In the
multioverlap ensemble, however, the probability distribution
is not needed to become flat in the RMSD space [compare
Figs. 6(c) and 7(c)]. This is because the multioverlap en-
semble is devised to obtain a flat probability distribution in
the dihedral-angle-distance space and not in the RMSD
space. Nevertheless, the multioverlap MD simulation real-
ized an efficient sampling in the RMSD space between RC1
and RC2. Thus, the multioverlap MD simulation is suitable
to sample between the reference configurations in compari-
son with the other methods.

Figure 8 shows the raw data of the probability distribu-
tions of the potential energy. The bin size of the histograms
is 1.0 kcal/mol. The probability distribution of the potential
energy in the multicanonical MD simulation, as a matter of
course, is flat. Thus, the multicanonical methods are suitable

J. Chem. Phys. 124, 104103 (2006)

FIG. 6. The raw data of the probability distribution
with respect to the dihedral-angle-distance axes d; and
d,. (a) is the results from the usual canonical MD simu-
lation, (b) is from the multicanonical MD simulation,
and (c) is from the multioverlap MD simulation at 7},
=300 K.

to sample the potential energy space, not the conformational
space between the specific reference configurations. The
probability distribution of the potential energy in the multio-
verlap MD simulation is almost the same as that in the usual
canonical MD simulation. The probability distribution in the
multioverlap MD simulation is, however, a little wider than
in the usual canonical MD simulation. This is because the
multioverlap MD simulation has to sample a little higher-
energy region in order to overcome the potential energy bar-
rier between the RCI1-like state and RC2-like state.

C. Physical quantities calculated by the reweighting
techniques

We now examine the physical quantities calculated from
the results of the three simulations, the usual canonical, mul-
ticanonical, and multioverlap MD simulations, by the re-
weighting techniques. The reweighting techniques for the
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FIG. 7. The raw data of the probability distribution with respect to the
RMSD axes r; and r,. (a) is the results from the usual canonical MD simu-
lation, (b) is from the multicanonical MD simulation, and (c) is from the
multioverlap MD simulation at 7,=300 K.
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FIG. 8. The raw data of the probability distribution of the potential energy
E. The dotted line, the dashed line, and the solid line show the results from
the usual canonical MD simulation at 7,=300 K, the results from the mul-
ticanonical MD simulation at 7,=300 K, and the results from the multio-
verlap MD simulation at 7,=300 K, respectively.

J. Chem. Phys. 124, 104103 (2006)

multioverlap MD method were explained in Sec. I E. The
reweighting techniques for the other MD methods are ac-
counted in Ref. 7.

In Fig. 9 we show the probability distributions and
physical quantities calculated by the reweighting techniques.
Here, the error bars were calculated by the jackknife
method.>>™ The number of bins was taken to be 8. The
results from the multicanonical MD simulation are shown as
a reference in the figure, because the multicanonical algo-
rithm is well known for giving accurate expectation values
for a wide range of temperature.7 As we can see in Fig. 9(a),
the probability distributions of the potential energy at T
=300 K calculated from the results of the usual canonical
and multioverlap MD simulations are in good agreement
with those of the multicanonical MD simulation. Further-
more, the average potential energy as a function of tempera-
ture is also in agreement with that from the multicanonical
MD simulation, although we see slight deviations beyond
error bars below 7= 250 K and above 7= 350 K in the case
of the canonical MD simulation. In Fig. 9(c), however, we
see that the specific heat as a function of temperature calcu-
lated from the results of the canonical MD simulation does
not coincide with those of the multicanonical MD simulation
in the entire temperature range (the error bars do not over-
lap). This is because the usual canonical MD simulation got
trapped in the local-minimum states and did not have enough
sampling in the conformational space. The specific heat here
is defined by

1 d(E);

o= dr - B(E*)r—(E)}). (24)

The specific heat is the derivative of the average potential
energy and it is more difficult to obtain accurate results than
the average potential energy itself. In the case of the multio-
verlap MD simulation, the results well coincide with those
from the multicanonical MD simulation between about 250
and 350 K. In the region under 250 K and above 350 K,
however, we see deviations between the results of the two
simulations. This sets a reliable range of temperature where
accurate thermodynamic quantities can be calculated by the
multioverlap MD simulation. The reason for the deviations is
that the multioverlap algorithm samples conformations in the
dihedral-angle-distance space but not in the energy space.
Accordingly, the multioverlap simulation is difficult to give
an accurate estimate of the density of states in Eq. (19) over
a wide potential energy range. Thus, in the multioverlap MD
method, the expectation values calculated by the reweighting
techniques in Eq. (20) are correct only in the neighborhood
of the temperature at which simulations were performed.

D. Transition state estimated from free-energy
landscape

We now study the transition between the two states, RC1
and RC2. The free-energy landscape was calculated from Eq.
(21) with appropriate reaction coordinates by the reweighting
techniques. In Fig. 10 we show the free-energy landscape at
T=300 K obtained from the three simulations with respect to
the reaction coordinates of the two dihedral-angle distances.
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FIG. 9. (a) Probability distribution of
the potential energy at 7=300 K, (b)
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The free-energy landscape of the usual canonical MD simu-
lation is inaccurate due to insufficient sampling in the con-
formational space, as previously mentioned. The results from
the multicanonical MD simulation have a rugged surface but
cover a wide region in the two-dimensional dihedral-angle-
distance space in comparison with those of the multioverlap

(a) I o5 (0

0 s ‘
200 250 300 350 400

average potential energy as a function
of temperature, and (c) specific heat as
a function of temperature. These re-
sults were calculated from the usual
canonical MD simulation (dotted line),
the multicanonical MD simulation
(dashed line), and the multioverlap
MD simulation (solid line) by the re-
weighting techniques.

T(K)

MD simulation [compare Figs. 10(b) and 10(c)]. This is be-
cause the multioverlap method samples efficiently and selec-
tively the conformational space between the two reference
configurations. On the other hand, the multicanonical MD
simulation makes wide sampling in the conformational space
but does not focus on specific reference configurations. Thus,

d2

0 0.1

02 03 04 05
di d1
(c) : : . . 0.5

0 01

02 03 04 05
d1

FIG. 10. The free-energy landscape obtained from (a)
the usual canonical MD simulation, (b) the multicanoni-
cal MD simulation, and (c) the multioverlap MD simu-
lation at 7=300 K with respect to the dihedral-angle-
distance axes d, and d,. The contour lines are drawn
every 1 kcal/mol.
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the multioverlap method is better in the sense that a detailed
free-energy landscape in the neighborhood and between the
two specific reference configurations can be obtained.

In Fig. 11 we show the free-energy landscape at T
=300 K calculated from the three simulations with respect to
the two RMSD axes. Although the characteristics of these
figures are essentially the same as those in Fig. 10, the saddle
point between the two local-minimum states (RC1 and RC2
states) can be clearly identified. Figure 12 shows the free-
energy landscape obtained from the multioverlap MD simu-
lation. This figure is the same as Fig. 11(c). We labeled the
local-minimum states (A4, A,, and B) and the transition state
(C). In Fig. 13 we show representative conformations in the
local-minimum states A, A,, and B. The conformations in
the local-minimum states A; and A, have the same backbone
hydrogen bonds as in RC1. The local-minimum state B,
which has the same backbone hydrogen bonds as in RC2,
corresponds to the global-minimum free-energy state at 7'

T T T T T 3.0
r 1 25
1 20
1 15 n
4 1.0

4 05

i ) I 0
1.5 20 25 30

I

6 05 10

FIG. 12. The free-energy landscape obtained from the multioverlap MD
simulation at 7=300 K with respect to the RMSD axes r; and r,. The
contour lines are drawn every 1 kcal/mol. The labels A, A,, and B locate
the local-minimum states. The label C stands for the saddle point between
A, (or A,) and B.

FIG. 11. The free-energy landscape obtained from (a)
the usual canonical MD simulation, (b) the multicanoni-
cal MD simulation, and (c) the multioverlap MD simu-
lation at 7=300 K with respect to the RMSD axes r;
and r,. The contour lines are drawn every 1 kcal/mol.

=300 K. The free-energy difference between the global-
minimum state (B) and the local-minimum state (A,) [or
(A,)] is about 3 kcal/mol.

The saddle point C in Fig. 12 corresponds to the transi-
tion state between the global-minimum state (B) and the
local-minimum state (A;) [or (A,)]. The free-energy differ-
ence between B and C is about 6 kcal/mol and that between
A, (or A,) and C is about 3 kcal/mol. Because kgT
~0.6 kcal/mol at T=300 K, these barrier heights are rather
high. This is why the usual canonical MD simulation got
trapped in the vicinity of the global-minimum state B (RC2-
like state). In Table IIT we list the free-energy difference
among the states. Two representative conformations in C are
shown in Fig. 14. These structures have a backbone hydro-
gen bond between CO of Gly-2 and NH of Phe-4. This hy-
drogen bond in C is common to both RC1 and RC2. The
hydrogen bonds between NH of Gly-2 and CO of Met-5
which exists in RC1 and that between NH of Gly-2 and CO
of Phe-4 which exists in RC2 are missing in C. These struc-
tures are thus more extended than reference configurations 1

(@ (b) (c)

FIG. 13. (a) The structure in A}, (b) A,, and (c) B in Fig. 12. See also the
caption of Fig. 1.
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TABLE III. Free-energy difference (kcal/mol) among the states. (a) (b)
A, A, B C
Ay 0 -0.1 32 -2.7
A, 0.1 0 33 -2.6
B -32 -3.3 0 -5.9 :
C 2.7 2.6 5.9 0 N

and 2. Accordingly, the conformations in C are very reason-
able as intermediate structures between RC1 and RC2. o ) o

In Table TV we list the backbone dihedral angles ¢ and (// ilq()}noljo fT;/l(; .c;).nformatlons in the saddle point C in Fig. 12. See also the
of the conformations in Figs. 13 and 14. From Tables I and
IV and Figs. 13 and 14, we can deduce the transition path-
ways from RCI to RC2. Note that the major difference be-  was performed so that it will realize a random walk between
tween RC1 and RC2 in Table I is the value of ;. The two two reference configurations. The conventional canonical
hydrogen bonds (between Gly-2 and Met-5) in RC1 will be MD simulation got trapped in the vicinity of one of the two
simultaneously broken by a large rotation of ¢, but this  reference configurations. The multicanonical MD simulation,
direct pathway is impossible because of high-energy barriers. on the other hand, did not get trapped in the states of energy
In the following we focus on the relation between the local minima, but it sampled widely only around one of the
changes of the backbone dihedral angle and the formation/ (o reference configurations. Finally, the multioverlap MD
breakage 0f~ the backl.)(.)ne hydrogen bonds in order to eluci- simulation did sample the configurational space around both
dfqte a possible transition pathwax from R,Cl to RC2. The reference configurations. Therefore, we have shown the ef-
dihedral angle ¢ first rotates while keeping the hydrogen fectiveness of the multioverlap MD method over the canoni-

Eﬁ;gsé fglrlr? Fpi)rocle;)s(sa) i(c))rlr:ei:spcigc(lls)) tihgh;hgggo;;nﬁzglzl cal and multicanonical MD methods. We could obtain the
& & & ) & 2 detailed free-energy landscape between the two reference

and ¢5 then rotate and the hydrogen bond between NH of . . .
Gly-2 and CO of Met-5 is broken [transition from Fig. 13(b) configurations from the results of the multioverlap MD simu-

to Fig. 14(a)]. From Fig. 14(a) to Fig. 14(b), we also see that lation. From the free-energy landscape we identified the tran-
the hydrogen bond between CO of Gly-2 and NH of Met-5 is sition state and deduced the transition pathway between the
brink of collapse. Finally, the dihedral angle s, rotates again two loc.al—mlmmum states. Thus, the .multloverlap MD
and the hydrogen bond between NH of Gly-2 and CO of method is a very powerful tool for studying the free-energy
Phe-5 is formed [transition from Fig. 14(b) to Fig. 13(c)]. In landscape and transition state between two specific configu-

summary, we have the following transition pathway: A, [Fig. ~ rations.
13(a)] —A, [Fig. 13(b)] —C [Fig. 14(a)] —C [Fig. 14(b)] Some of the possible future applications of the present
—B [Fig. 13(c)]. method are as follows. Firstly, we used only the dihedral

angles of the backbone as the elements of the dihedral-angle
distances. If dihedral angles of side chains are also included,
we will be able to investigate the effects of the side-chain

In this article we presented detailed comparisons of the ~ conformations on protein folding. Secondly, we studied a
canonical, multicanonical, and multioverlap MD methods,  peptide in vacuum. We can easily apply the method to a
taking a pentapeptide system of Met-enkephalin in vacuum  protein in solution, which is a more realistic system. Thirdly,
as a benchmark system. The multioverlap MD simulation  we presented the case with two reference configurations. Be-

V. CONCLUSIONS

TABLE IV. Backbone dihedral angles ¢ and ¢ for the structures in Figs. 13 and 14.

Conformation in Fig. 13(a) Conformation in Fig. 13(b) Conformation in Fig. 13(c) Conformation in Fig. 14(a) Conformation in Fig. 14(b)

Residue Type Angle (°) Residue Type Angle (°) Residue Type Angle (°) Residue Type Angle (°) Residue Type Angle (°)

1 6 -157.3 1 ¢ —1459 1 ¢ -1312 1 6 -1485 1 b, -1475
1 ’ 122.7 1 " 122.0 1 n 142.3 1 W 136.6 1 o 163.7
2 b 1304 2 6, —1267 2 6 -1716 2 b -166.6 2 b 1749
2 " 472 2 W 59.1 2 s 64.6 2 b 66.1 2 " 64.7
3 b, 88.1 3 &, 743 3 &, 90.7 3 b, 86.1 3 b, 733
3 i -91.1 3 i -64.7 3 i -59.4 3 i -66.1 3 i -62.5
4 b, -95.0 4 o -83.1 4 b, 1183 4 b -86.9 4 b, -86.0
4 Wy -345 4 " -69.9 4 Wy —167.9 4 by -68.2 4 Wy -72.9
5 bs ~74.1 5 ¢ —1362 5 bs -82.9 5 s -170.1 5 s -1649
5 s 135.9 5 w5 1693 5 s 139.1 5 s 151.8 5 s 177.2
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cause we generalized this method to a multidimensional ver-
sion, it is straightforward to deal with more than two refer-
ence configurations.
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