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ABSTRACT

This paper proposes a method for incrementally translating
English spoken language into Japanese. To realize simultane-
ous translation between languages with different word order,
such as English and Japanese, our method utilizes the fea-
ture that the word order of a target language is flexible. We
implemented a prototype translation system and conducted an
experiment with all 578 sentences in the ATIS corpus. The re-
sults indicate improvements in comparison to two other meth-
ods.

1. INTRODUCTION

Recently, speech-to-speech translation has become one of the
important research topics in machine translation. Though some
speech translation systems have been developed so far [1, 4],
these systems, because of their sentence-by-sentence transla-
tion, cannot start to translate a sentence until it has been fully
uttered. One effective method of improving the problem is
that a translation system begins to translate the words with-
out waiting for the end of the speaker’s utterance, much as a
simultaneous interpreter does. To realize simultaneous trans-
lation between languages with different word order, such as
English and Japanese, our method utilizes the feature that the
word order of a target language is flexible. In this paper, we
describe a prototype translation system. In order to evaluate
it, we conducted an experiment with all 578 sentences in the
ATIS corpus.

2. JAPANESE GENERATION IN SIMULTANEOUS
ENGLISH-JAPANESE TRANSLATION

Let us consider the following English:

(E1) I want to fly from San Francisco to Denver next
Monday.

The standard Japanese for (El) is

(1) raishu-no (‘next’) getsuyobi-ni (‘Monday’) San
Francisco-kara (‘from’) Denver-he (‘to’) tobi-tai-to
omoi-masu (‘want to fly’).

- =

Shigeki Matsubara

Information Technology Center,
Nagoya University,
Furo-cho, Chikusa-ku,
Nagoya, 464-8601, Japan

Input Output
I
want to fiy
from
San Francisco
to
Denver
next Monday | raishu-no ( ‘next’ ) getsuyobi-ni (‘Monday" ) San Francisco-kara ( ‘from’ )
Denver-he ( ‘to’) tobi-tai-to omoi-masu ( ‘want to fly" )
(a) The output timing of the translation (J1)
Input Output
I
want to fly
from
San Francisco | San Francisco-kara ( ‘from’)
to
Denver Denver-he ( ‘1o’ ) lobi-tai-to omoi-masu ( ‘want to fly")
next Monday ish (‘next’) ("Monday" )

(b) The output timing of the translation (J2)

Fig. 1. The output timing of the translation (J1) and (J2)

Fig.1(a) shows the output timing when the translation is gen-
erated as incrementally as possible in consideration of the
word alignments between (E1) and (J1). There is “raishu-no
getsuyobi-ni” (‘next Monday’) at the beginning of the transla-
tion (J1), and there is “next Monday” corresponding to “raishu-
no getsuyobi-ni” at the end of the sentence (E1). Thus, the
system cannot output “raishu-no getsuyobi-ni” and its follow-
ing translation until the whole sentence is uttered. Japanese
is a language with a relatively flexible word order. Thus, it is
possible that a Japanese translation can be accepted even if it
keeps the word order of an English sentence. Let us consider
the following Japanese:

(J2) San Francisco-kara (‘from’) Denver-he (‘to’) tobi-tai-to
omoi-masu ( ‘want to fly’) raishu-no (‘next’) getsuyobi-ni
(‘Monday”).

(J2) can be accepted as the translation of the sentence (E1)
and still keep the word order as close as possible to the sen-
tence (E1). Fig.1(b) shows the output timing when the trans-
lation is generated as incrementally as possible in considera-
tion of the word alignments between (E1) and (J2). The figure
demonstrates that a translation system might be able to out-
put “San Francisco -kara (‘from’)” when “San Francisco” is
input and “Denver-he (‘fo’) tobi-tai-to omoi-masu (‘want to
fly’)” when “Denver” is input. If a translation system outputs
the sentence (J2) as the translation of the sentence (E1), the
system can translate it incrementally.



Table 1. Comparing our method (Y) with two other methods (X, Z)

Quality Average | Speaker and interpreter
Method Perfect Fair Acceptable Nonsense delay time utterance time (sec)
X 7 (1.2%) 41 (7.1%) | 44 (7.6%) || 486 (84.1%) 0 4.7
Y 40 (6.9%) | 318 (55.0%) | 55(9.5%) || 165 (28.5%) 2.79 6.0
Z - - - - 3.79 6.4
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Fig. 2. Configuration of our system

3. SYSTEM CONFIGURATION

Fig.2 shows the configuration of our system [3]. It is com-

posed of three modules: incremental parsing, transfer and

generation. In the parsing module the parser determines the

English dependency structure for input words incrementally.

In the transfer module, structure and lexicon transfer rules

transform the English dependency structure into the Japanese

case structure. As for the generation module, the system judges
whether the translation of each chunk can be output, and if so,

outputs the translation of the chunk.

4. EXPERIMENT

To evaluate our method, we conducted a translation experi-
ment was made as follows. We implemented the system in
Java language on a 1.0-GHz PentiumM PC with 512 MB of
RAM. The experiment used all 578 sentences in the ATIS cor-
pus with a parse tree, in the Penn Treebank [2].

To evaluate the translation quality of our system, each
translation result was assigned one of four ranks for trans-
lation quality by a human translator. To evaluate the simul-
taneity of our system, we calculated the average delay time
for translating chunks using the following expression:

Average delay time = ¥

(1
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We have proposed a method for incrementally translating En-
galish spoken language into Japanese. Our method utilizes the
feature that word order is flexible in Japanese. We imple-
mented a prototype system and conducted an experiment with
578 sentences in the ATIS corpus. We evaluated the transla-
tion results of our system in terms of quality and simultaneity.
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