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Chapter 1. Introduction

Chapter 1

Introduction

1.1 Genetic Algorithm

1.1.1 Outline

Genetic Algorithm (GA) [1-4] is a model for machine learning whose
mechanism is derived from a metaphor of evolutionary process in nature. This
algorithm is implemented in a machine by creating a population of individuals
represented by a set of binary or character strings. This representation is analogous
to the four-base chromosomes in biological DNA. Through selection, reproduction,
crossover, and mutation like the biological evolution, the set of strings evolves to
fulfill the tasks required of the machine.

Coding is the most important step in applying GA. There can be many ways
to encode a solution of the problem, such as binary encoding, gray scale encoding,
and real value encoding. There is no way which always outperforms others, since
- the coding way is problem dependent. Most of the application problems have a
definite structure of the solution. However, there are some problems in which the
structure of the solution is indefinite (e.g., the complex knowledge representation).

-1 -



Chapter 1. Introduction

In this case, GA itself is expected to find out the structure of the solution by
devising a coding way.

Reproduction is a process in which individual strings are copied according
to their objective functions. This objective function is called fitness function. In
practice, the fitness function is a measure of profit, utility, or goodness of
individuals under a task environment. Copying of strings according to their fitness
values means that individuals with higher fitness have higher probabilities to
contribute to the next generation. Various ways have been reported to implement the
reproduction. One of them is to create a biased roulette wheel where, for each
current individual in the population, a roulette wheel slot is sized in proportion to its
fitness. A simple spin of the roulette wheel selects an individual of the current
population to yield a new offspring. In this way, more highly fit individuals have
more offsprings in the succeeding generation.

In the process of crossover, a pair of chromosomes exchange chunks of
genetic information. Crossover is carried out in two steps: the newly reproduced
strings in the mating pool are mated at random. Then, each pair of strings
undergoes crossover as follows:

An integer position k along the string is selected at random in the domain of [1, [ -
1], where [ is the string length. Two new strings are created by swapping all the
characters between position k£ + 1 and .

Mutation, in simple GA, is occasional random alteration of the value at a
certain string position. For example, in a binary coding, this simply means to
change the value from 1 to 0, or vice versa. This operation is necessary because,
even though the reproduction and crossover operations effectively search better

combinations of strings, occasionally they lose some potentially useful strings and
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they probably cause premature convergence. In artificial genetic systems, the

mutation operator works against such misses of strings and local minima.

1.1.2 Advantages of Genetic Algorithm

Genetic Algorithm has been applied to a number of different appliéations [5-
14]. Multidimensional optimization problem is a typical application of GA.
Conventional search methods studied for the multidimensional optimization
problems are calculus-based, enumerative, and random searches.

Calculus-based search is local in scope, the optimum it seeks is the best in a
neighborhood of the current point, and it is not necessarily the global optimum.
Moreover, the calculus-based methods assume the existence of derivatives of
objective functions while many practical problems have difficulties in obtaining
differentiable functions to optimize.

Enumerative schemes have been considered in many shapes and sizes of a
objective function. The idea is fairly straightforward: looking at objective function
value at every point in searching space. Although it is attractive because of the
simplicity, it is lacking in efficiency. Many practical problems are simply too large
to search the optimum in the search space in a practical time.

Random search has achieved increasing popularity as researches have
shown the shortcomings of the above two methods. Yet, this algorithm is short of
efficiency. In the later search of the long run, it is not expected to do better than
enumerative schemes.

GA is different from these conventional optimization and search procedures

in several aspects. GA searches from a population of points, not a single point. In

-3 -



Chapter 1. Introduction

many optimization methods, a search point moves gingerly from a point in the
search space to the next, using some transition rules to determine the next point.
This point-to-point method is dangerous because it is probably trapped into a local
minimum located in the multimodal (many-peaked) search space. By contrast, GA
searches many points simultaneously, climbing a lot of peaks in parallel; thus, the
probability of finding a false peak is smaller than that of the point-to-point method.

GA uses payoff information (fitness function), not derivatives of objective
functions or other auxiliary knowledge. To perform an effective search for better
structures, they only require payoff values (objective function values) associated
with individual strings.

Conventional optimization methods can solve only problems which have
predictable structures of solutions. GA, on the contrary, can find out the structure
of the solution by contriving the way of coding. These characteristics make GA a

more useful method than many other search schemes.

1.1.3 Modifications for GA

In general, GA is said that the ability of global search is high but that of

local search is not. To solve this problem, modifications for GA have been studied.

Hybrid GA

One of the effective method to enhance the capability of the local search is
hybrid GA [15-18]. The hybrid GA is the method combining GA with heuristic
algorithms. In this method, GA is used for global searches and heuristic algorithms

are used for local searches. M. Malek et al. proposed a combination of plural search
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algorithms [16] for the improvement of precision and efficiency. D. Powell et al.
achieved a fast search of solutions for design optimization by a combination of GA
with an expert system [7] [17]. H. Kitano proposed a new weight training method
of neural networks, which uses GA in early generations and Back Propagation (BP)
in later generations [18]. He showed that the GA-BP method is faster than the

simple BP learning.

VEGA

Schemata theory is well-known as a fundamental theory of GA [2].
Abundance of various types of effective schemata in the population enables the
efficient search for the solution. A proportional selection and crossover of GA often
cause a premature local convergence because an individual with the higher fitness
value is selected many times. The proportional selection prevails not only effective
schemata but also ineffective schemata in the population. N. Kubota et al. have
proposed Virus-Evolutionary Genetic Algorithm (VEGA) [19-22] in order to
transfer only effective schemata. This method is based on the virus theory of
evolution, which is based on the view that virus transduction is a key mechanism

for transporting segments of DNA across species [23].

PBGA

T. Furuhashi et al. have proposed an efficient method for local searches
using a new GA technique. They have presented Pseudo-Bacterial GA (PBGA)
[24-26] which is simple and very efficient in improving local portions of
chromosomes. They have introduced mechanisms of genetic recombination in
bacterial genetics [27-30] into GA. The PBGA is very efficient in finding fuzzy

control rules.
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1.2 Discovery of Fuzzy Rules

1.2.1 Fuzzy Inference

Fuzzy inference is based on fuzzy rules described in IF-THEN rules [31-
34]. The process of the fuzzy inference used in this thesis is described in this
subsection.

The fuzzy rule is generally expressed as:

R': IFxiis Ait AND x2is Ai2 AND ... xm is Ain  THEN y=Bi

where R is the i -th fuzzy rule and Ajj, Bi are fuzzy variables. n is the number of
fuzzy rules. The following method is used to obtain the crisp output:

Fig.1.1 depicts an example of the inference method with three inputs x1 -

x3, and three fuzzy rules R! - R3. The triangular shapes in the figure are examples

of membership functions. The truth value for each rule is derived as the minimum
of the grades of memberships in the antecedent, and the height of the membership
function in the consequent is reduced to the truth value. The inferred value y* is
obtained by summing up the triangular membership functions in the consequent and
by calculating the center of gravity of the summed functions.

Since the minimum operation is used for deriving the truth value of the
fuzzy rule, the whole grades of the memberships Aij (j =1, 2, ..., m) in the

antecedent should have certain values so that the fuzzy rule is activated, i.e. the truth

value is greater than zero.
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Fig.1.1 An Example of Fuzzy Inference
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1.2.2 Application of GA to Discovery of Fuzzy Rules

Fuzzy rules can describe human knowledge using IF-THEN rules. Fuzzy
controls, described in linguistic IF-THEN rules, have been widely used in industry
for their high degree of performance in human-computer interactions. However, if
the knowledge is not known in advance, it can not be represented by fuzzy rules.
Therefore, GA has been applied to discovery of fuzzy control rules. C. L. Karr [35]
[36] has proposed an application of GA to the design of fuzzy logic controllers, and
his work was a pioneering effort in the application of GA to fuzzy controls. M.
Valenzuela-Rendon [37] has proposed a fuzzy classifier system (FCS) by
introducing fuzzy logic into the classifier system [38] and by applying the FCS to
approximate a nonlinear function. T. Furuhashi, K. Nakaoka et al. [39-41] have
studied applications of the FCS to knowledge finding for fuzzy controls. M. A. Lee
and H. Takagi [42] have devised another interesting approach to the fusion of the
fuzzy logic and GA. They have presented a method to control the parameters of
GA, i.e. mutation rate, crossover rate, etc., by fuzzy logic. Selection of input
variables for fuzzy control rules was addressed by T. Hashiyama et al. [25] using

the efficient Pseudo-Bacterial GA (PBGA) [24] [26].
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1.3 Research Goals

The above conventional methods encode the fuzzy rules directly using the
position and width of membership functions or linguistic labels of membership
functions, or real values of input/output parameters. This thesis presents a new
coding method for GA based on biological DNA and a mechanism of development
from the artificial DNA. This thesis calls this new coding method the "DNA coding
method". The DNA coding method and the mechanism of development from the
artificial DNA are suitable for knowledge representation. This method uses DNA
itself and a way of development from DNA to a set of fuzzy rules. This thesis calls
this chromosome the "DNA chromosome". Each fuzzy rule is translated from a part
of the DNA chromosome, and the DNA chromosome has many redundant parts just
as biological DNA. This method allows overlapped representation of genes, and
each overlapping gene plays an important role. It has no constraint on crossover
points, and the same type of mutation can be applied to every locus. The length of
the proposed DNA chromosome is variable and it is easy to insert and delete parts
of chromosomes. This thesis also presents a discovery of effective fuzzy control
rules using the DNA coding method. This thesis presents a simple method of
representing fuzzy rules developed from thi‘s DNA chromosome.

The fuzzy rules are discovered through controls of mobile robots which play
chasing and avoiding. Selection of input variables and tuning of membership
functions are done by this method. This thesis shows the effectiveness of the
redundancy and overlapping of genes realized by this DNA coding method. The
redundancy and overlapping of genes work well so that genes survive far beyond

the life time of individuals. Effective fuzzy control rules of robots are discovered by
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Chapter 1. Introduction

this method.

The VEGA described in subsection 1.1.3 uses some of the characteristics of
the biological virus, however the process of the virus infection is purely an artificial
one and special devices for each problem should be needed because of the constraint
of this coding method. For example, the biological virus inserts its own DNA into
the DNA host. However, the VEGA is applied to a Traveling Salesman Problem
(TSP) as a typical optimization problem, and the infection of the VEGA transfers a
strand of strings to other chromosomes. This operation makes duplicated cities in
the recipient chromosomes. Therefore, other loci of the chromosome should also be
modified by this infection. These devised operations are applicable only to this
particular TSP problem. This thesis also shows the effectiveness of an application
of virus and enzyme operators into the proposed DNA coding method. The enzyme
operation is introduced in this thesis to cut the chromosome short. This is because
the virus operation just makes the length of the chromosome longer. These virus
and enzyme operations on the DNA chromosome can be applied easily with no
difficulty to apply. |

Though the PBGA applied the mutation operation to all of the parts of a
chromosome, the division of the chromosome into the parts needed heuristics. This
thesis presents a combination of the DNA coding method and the PBGA. The
mutation of the PBGA in this combined method, which is called the "bacterial
operation", is applied to meaningful parts of a chromosome. It means that just the
activating fuzzy rules are changed. This combination of the DNA coding method
with the PBGA accelerates the knowledge discovery process. The simulation results

show how the bacterial operation is applied and how to change the genes (fuzzy

- 10 -
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rules) by this operation. The change of a gene and the overlapped gene by this

operation results in effective movements of the robots.

1.4 Composition of the Thesis

The DNA coding method and the combined method with the PBGA are
applied to the discovery of fuzzy control rules. This thesis consists of six chapters.
The background and the research goals are described in chapter 1. The DNA coding
method is presented in chapter 2. The flow of development from the DNA
chromosome, the genetic operations including virus and enzyme operations, and the
features of the DNA coding method are also described in this chapter. In chapter 3,
the biological way of transfer of bacterial DNA, the conventional way of the PBGA
and the proposed combination of the DNA coding method and the PBGA are
examined. Chapter 4 describes the problem formulation for knowledge discovery,
which is a discovery of effective fuzzy control rules using the DNA coding method.
The way of development from the DNA chromosome to the fuzzy rules and the
concrete way of the genetic operations including virus, enzyme, and bacterial
operations are presented. Chapter 5 shows simulation results of the knowledge
discovery by chasing and avoiding operations of two mobile robots to show the
effectiveness of this proposed method. The effectiveness of redundancy and
overlapping of genes realized by the proposed method is also shown. The
redundancy and overlapping of genes work well so that genes survive far beyond
the life time of individuals. Chapter 6 summarizes this thesis and discusses the

future prospects of this method.
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Chapter 2

DNA Coding Method

2.1 Introduction

Genetic Algorithm [1-4] has been widely studied, and it has been applied to
the discovery of fuzzy control rules [35] [36] [39] [43]. It is difficult, however, to
acquire effective rules when the system becomes very large. Coding method has
been one of the main issues to select effective input parameters from various
candidates of the large system. Various coding methods have been studied [25] [26]
[41] [46]. However, these GAs encode the fuzzy rules directly using the position
and width of membership functions, or linguistic labels of membership functions,
or real values of input/output parameters. Furthermore, GA usually uses a coding
method which has no redundant parts. As a result, the genetic operations have some
constraint to apply. For example, the crossover points are limited to the border of
rules, the changeable range by mutation varies at each locus, and it is difficult to
insert and delete random portions of chromosomes.

This chapter presents a new coding method for GA based on biological

DNA and a mechanism of development from the artificial DNA. This thesis calls
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this new coding method the "DNA coding method" [47-53]. The DNA coding
method and the mechanism of development from the artificial DNA are suitable for
knowledge representation. This method uses DNA itself and a way of development
from DNA to a set of fuzzy rules. This thesis calls the chromosome used for this
method the "DNA chromosome". Each fuzzy rule is translated from a part of the
DNA chromosome, and the DNA chromosome has many redundant parts just as
biological DNA. This method allows overlapped representation of genes, and each
overlapping gene plays an important role. It has no constraint on crossover points
and the same type of mutation can be applied to every locus. The length of the
proposed DNA chromosome is variable and it is easy to insert and delete any parts
of chromosomes.

This chapter describes the flow of development from the DNA chromosome
to fuzzy rules, and genetic operations including virus and enzyme operations
proposed. The features of the DNA coding method are also described in this

chapter.

2.2 DNA Chromosome

Fig.2.1(a) shows a flow from biological DNA to cells. The biological DNA
consists of nucleotides which have four bases, Adenine(A), Guanine(G),
Cytosine(C), Thymine(T) [28-30] [54]. Most of these bases in the top figure in
Fig.2.1(a) are not used for the synthesis of proteins. A messenger RNA (mRNA),
which has many unused parts, is first synthesized from DNA. In the synthesis of

RNA, each base is translated into the complementary base i.e. T into A, G into C
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and so on. Moreover in RNA the base U is used instead of T. Then the unused
parts are cut out. This operation is a splicing. After this splicing has occurred, the
mRNA is completed. Three successive bases called codons are allocated
sequentially in the complete mRNA. These codons are the codes for amino acids.
All of the 64 kinds of codons (4 bases’) except end codons (TAA, TAG, and TGA)
correspond to 20 kinds of amino acids. The details of translation into amino acids
from codons are omitted here. This allocation of amino acids makes proteins, and
proteins make up cells.

Fig.2.1(b) shows the DNA coding method and the flow of development to a
set of fuzzy rules. This figure shows a correspondence of this method to the
biological development. GA usually used a coding method specifically devised for
each problem and it had no redundant parts. This conventional coding method could
be regarded as a coding into the complete mMRNA. The new coding method uses
DNA itself and a way of development from DNA to a set of fuzzy rules. A
chromosome consists of combinations of four bases, A, G, C, T. The chromosome
has many redundant parts, and after the splicing, the mRNA is completed. In this
artificial RNA synthesis, each base is translated into the same base. Moreover in
RNA T is also used instead of U of the biological RNA. The codons in Fig.2.1(b)
also correspond to amino acids. Unlike the biological amino acid, each artificial
amino acid has several meanings, and the meaning of a gene is determined by the
combination of the amino acids. An amino acid can be translated to be an input
variable, a form of a membership function, and so on. A sequence of amino acids
makes a fuzzy rule. One gene corresponds to one fuzzy rule. The DNA
chromosome having several genes makes up a set of fuzzy rules for controlling a

mobile robot.
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Fig.2.2 shows an example of the DNA chromosome and its translation
mechanism. In this figure a gene starts from the start codon ATG, and ends at the
end codon TAG, and codons ivn the gene are translated into amino acids: Tyr, Thr,
eee_ Each amino acid has its own role for the problem.

The biological $X 174 phage, bacteriophage, has 11 genes in DNA. In this
phage the starting point is shifted and some genes are overlapping on other genes,
and each overlapping gene plays an important role [28] [30]. By the new
mechanism of development from DNA, the starting point can be also shifted from a
base to another and some genes overlapping on other genes can be translated. Each
overlapping gene plays an important role. Fig.2.3 shows this overlapped
representation. In this figure, GENES5 in addition to GENE3 and GENE4 can be
read from the DNA chromosome. This DNA chromosome has redundancy and also

compresses information by the overlapping of genes.
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Fig.2.1 Flows of Development from the DNA Chromosome
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DNA Chromosome :
GAAIGTACACCTGTCAATTACGGTAGTAAATCC ,TACGGTTGTGGC#;AQGTCTTAGG

Amino Acid ;| Tyr Thr Cys Gln Leu Arg
GENE 1 GENE 2

Fig.2.2 An Example of the DNA Chromosome and its Translation Mechanism

GENE 5

— L
CTGTATGCATGCAATTACGGTCTAGACCCAATGGGTAGTGGCGGTCTCTACCGTTAGCTAG
L M 1 [

GENE 3 GENE 4

Fig.2.3 Overlapping of Genes
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2.3 Genetic Operations

Fig.2.4 shows examples of crossover and mutation. Fig.2.4(a) is an
example of one point crossover. Right hand sides of the crossover points are
exchanged and new GENE2', 4', 5' are generated.

Fig.2.4(b) shows an example of mutation. One base indicated in the figure
is changed from T to G. As a result, GENE1 is changed to GENEI'. The start
codon ATG is newly generated and new GENE?7 is read. The mutation can be done
equally to every locus by changing each base. The changes of bases in the
redundant parts by this mutation are accumulated. Once these parts are used, this
accumulation of change is expected to make the phenotype drastically change just in

the same way as the neutral mutation in biology [55].
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GAATGTACACCTGTCAATTACGGTAGTAAATICCATGTACGGTTGTGGCTAGGTCTTAGG

GENE 1 Crossover Point GENE 2
GENE 5

— L
CTGTATGCATGCAATTACGGTCTAGACCCAATGGGTAGTGGCGGTCTCTACCGTTAGCTAG

GENE 3 GENE 4

<

GAATGTACACCTGTCAATTACGGTAGTAAATGGTAGTGGCGGTCTCTACCGTTAGCTAG

GENE 1 GENE 4'
GENE 2

GENE 5' I

— —J
CTGTATGCATGCAATTACGGTCTAGACCCAA]%CCATGTACGGTTGTGGCTAGGTCT'IAQG
,__
GENE 3 GENE 2'

(a)Crossover

GAATGTACACCTGTCAA'I*ACGGTAGTAAATGGTAGTGGCGGTCTCTACCG’ITAGCTAG

GENE 1 % GENE 4'

GENE 7

GAATGTACACCTGTCAA CGGTAGTAAATGGTAGTGGCGGTCTCTACCGTTAGCTAG
— 1 I"_

GENE 1I' GENE 4'

(b)Mutation

Fig.2.4 Crossover and Mutation
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2.4 Virus and Enzyme Operations

N. Kubota et al. have proposed Virus-Evolutionary Genetic Algorithm
(VEGA) [19-22]. This method is based on virus theory of evolution, which is
based on the view that virus transduction is a key mechanism for transporting
segments of DNA across species [23]. This method uses some of the characteristics
of the biological virus, however the process of the virus can not be completely
realized and special operations are required to use this method because of the
constraint of the coding. For example, the VEGA was applied to a Traveling
Salesman Problem (TSP) which was a typical conventional optimization problem
[56]. The infection by the VEGA transfers a strand of strings to other
chromosomes. This operation makes duplicated cities in the recipient chromosomes.
Therefore, other loci of the chromosome should also be changed by this infection.

It is easy to insert and delete parts of chromosomes represented by the DNA
coding method. The process of the virus infection can simply be realized by the
application of virus operator. Furthermore, since the length of the chromosome is
made longer and longer by the virus operation, the author proposes a new operation
which is called enzyme operation.

Fig.2.5 shows examples of the virus and enzyme operations. The biological
function of virus and enzyme is not known completely. The artificial virus and
enzyme are applied in the following way: Fig.2.5(a) shows a virus operation. A
part of sequence of DNA from other DNA chromosome moves into the
chromosome. As a result, the two genes of GENE7", GENE7"" are generated from
GENE7. Fig.2.5(b) shows an enzyme operation. The enzyme distinguishes two

amino acids, and splices the part between the two. In this figure the part between
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the codon AGT (Ser) and the codon GGT (Gly) is cut out, and GENE4' is deleted

and GENE7"" is produced from GENE7.
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Virus Z[CTAG ATGTAA

GENE 7

GAATGTACACCTGTCAATGACGGTAGTAAATGGTAGTGGCGGTCTCTACCGTTAGCTAG
— 1 —

GENE I’ % GENE 4
GENE 7" GENE 7"

L
ATGGTAGTGGCGGTCTCTACCGTTAGCTAG

GAATGTACACCTGTCAATGACGGTAGTA Af

GENE I' GENE 4'

(a)Virus

Enzyme : AGT GOT
Reqognition Cqdon

GENE 7

GAATGTACACCTGTCAATGACGGTAKL AGTGGCGGTCTCTACCGTTAGCTAG

st
GENE I % GENE 4
GENE 7"
—_ —

GAATGTACACCTGTCAATGACGGTAGTGGCGGTCTCTACCGTTAGCTAG

GENE I'

(b)Enzyme
Fig.2.5 Virus and Enzyme Operations
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2.5 Features of the DNA Coding Method

The DNA coding method has the following features:

(a)Flexible representation of knowledge is realizable.

This artificial chromosome consists of four bases and three continuous
bases called codons correspond to amino acids. Each amino acid has several
meanings, and each parameter of fuzzy rules i.e. an input/output variable, a form of
a membership function, and so on is determined by the combination of the amino
acids. The correspondence between amino acids and the parameters of fuzzy rules
can be determined flexibly, and the DNA chromosome is translated into a set of
fuzzy rules flexibly. Therefore, the flexible knowledge representation given by

fuzzy rules is realizable.

(b)The coding is redundant and overlapped.

The DNA coding method uses DNA itself and the DNA chromosome has
many redundant parts just the same as biological DNA. Usually these redundant
parts are not used for synthesis of fuzzy rules. Potential and inactive genes are
probably accumulated in these redundant strings. The chromosome can adapt itself
to varying environment by having these redundant parts. The neutral theory of
molecular evolution in biology is also expected to be observed in the simulation
using this method. This method allows overlapped representation of genes, and
each overlapping gene plays an important role. The DNA chromosome has
compressed information by the overlapping of genes. The overlap of genes means
inter-dependence of plural genes, and a change of a gene causes another change of

overlapping gene. The details of effectiveness of redundancy and overlapping of
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genes are shown in chapter 5.

(¢)The length of the chromosome is variable.

The DNA chromosome generates fuzzy rules by translating the genes from
start codons in the chromosome. The number of genes in a chromosome is not
fixed. The length of the DNA chromosome is changeable. In addition to this flexible
representation of fuzzy rules, it is easy to insert and delete parts of chromosomes.
As a result, the genetic operations including virus and enzyme operations can also

be applied easily with no difficulty to apply.

(d)No constraint on crossover points is imposed.

The conventional coding has constraint on crossover points because
crossover operations cause overlaps of the same variable in one rule. So
conventional GA limits the crossover points to the border of rules or the same
points in a rule in both chromosomes. This proposed method has no constraint on

crossover points even if any type of crossover is used.
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