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Chapter

Introduction

Progress during the last several years in precision andtyjaflcosmological data acqui-

sition, as well as development of paralleled, dedicatedarical cosmological codes, and
a significant increase in the accessible computing powenexpeap an era, where a consis-
tency between theoretical predictions of a given cosmo&dgnodel and the observations
can be sought and statistically tested to a high accuracgaylthe wealth of the cosmo-
logical information, with a great model predictive poweonsists of the observations of
so called standard candles and standard rulers that helguneedistances over cosmolog-
ical scales. The cornerstone of these observations irelutie supernova explosion light

curves measuremen (al.. 1998: Riess 208k, Astier et al)._2006; Astier
et aI.,ﬂalE(bO?) the baryon acou:sm:uilatlons features found in
the correlation functions of the large scale galaxy distidn i 5; Gaz-

tanaga et al@& and the measurements of the primabaltic oscillation fluctuations
imprinted in the cosmic microwave background radiation @R} il:lms.h.amuidl LZ)S')S
I Reichardt & ACBAR collab-

oration,@). These observables strongly depend on dogioal parameters, and probe
completely different ranges of redshifts and scales, piogithereby a strong leverage for
cosmological model selection. There are also constraimgrgpfrom the particle physics:
most notably from the theory of the big bang nucleosynth@BN) that provides tight
limits on the primordial light elements abundances as atfonof the baryon to photon
number densities ratil)_(_C;LbuLt_ej Ja.L_beS__Kawasa.kLlelﬂﬂDJIS) which in turn is very pre-
cisely fixed by the current CMB observatioMOOS). ifiddally the measurements
of the cluster abundance via cluster mass functihn.s_(_Bhﬂ:all,lZO_Q ), measurements of
the Ly, absorption line widths in the spectra of the distant quasaingch are dubbed the

Lymane forest(Jannuzi et all, 1998: Wevmann et Al.. 1998: Bechtold|e1894; Cristiani
etal. @7 leté IEIBG) as well as the observationsefbak gravitational Iensmc of
the CMBR on the large scale structures (L§S) ( BaconH;[_al:;l er,

|Z)Qi LLEAALIS_&_ChalImd I_Z)dd._C_Q_QLa;L&_IJ-IL_ZdM) and the roiss shear observations
dl:loaklea_eLallLZObé_Ba.con_eﬂ MM&&L@MIL@O) provide

data sets that yield cosmological constraints which aradlyomutually consistent, and
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provide altogether a proof for an isotropic and homogenamndsspatially flat cosmological
model with considerable amount of so-called cold dark m&@®M) and small amounts
of baryonic matter, with nearly scale invariant spectrumGafussian, adiabatic, primor-

dial perturbatlons] (Gnedin & Hamlltbh_ﬁ dmojs LL@ALE_&_B_LLdLIeI_de
bmm.eLallLZO.bLRﬂchaLdl_e{ Ial_j iD.unlsLe;LeLdl LZ)J)S) The

observations are found to be vastly consistent wititG®M cosmological model, with pa-
rameters tightly constralned ina number of studies relgingarious compilations of these
observation ' : ' 6; Nesseris &
Penvolaropouloslzb@. The constrained model is cureéhe simplest, most favoured
cosmological scenario which, in spite of few cosmologigad 8BN conundrums ( ocC

)..Cyburt et a11(2008): Kusakabe et Al (2008): Jittbhl. (20077) al.
);Lledamzlk.eLa'._(EOé.);_EﬂmliLk_dO04)), is captbleconcile between the major-

ity available cosmological data sets.

Independently of the technological and observational i@ssy the theory of inflation
has been invente MSD and continues to be develpo@eduge variety of models

(Kim & Liddle| 2006:| Kecskemeti et al.. 2006: Bernardeaul 2006 Bartolo et all, 2004;

e Juidandy 158, Sersen A0 414 b uaf FAO0D Ao e

while its original idea of a phase of accelerated expansi@hgeneric predictions remain
intact. These include the adiabatic, nearly Gaussian,ature perturbations, imprinted
over a spatially flat and isotropic background, with almastles invariant power spectrum.
These predictions remain in great consistency with a wedldosmological observations,
and therefore the inflationary theories currently provioe h)a5|s for understanding of the
history of early Universe, and the structure form 2 ; Gordon &

Lewus,lmda Kinney et Al ZOBME

There are however number of observations that apparemthd siut from predictions
of the standard model (Jag._C;LhuLt_el al (dodm- _Eﬂdqlmk;dmﬁr exhibit evidence of in-
compatibility with other data-sets (e ' t E.l_d()04r)| particular, in spite of great
improvements in the resolution and sensitivity since thgeokations of the COBE satellite
dB_Qgges]sLlfﬁﬁi_B.&nn.ett_eﬂ 41...1'992), some anomaliesncentd exist in the currently
accessible, full sky maps of the CMBR accumulated duringsyeé observations of the

WMAP satellite kl:linshaMLedilLZbS) and some new and ueebgal peculiarities have

been found both in the temperature angular power spectnunmmathe topologlcal proper-

& Tegmark

li20044. 2007y
ueu]) kZOOdC) Ob__C_Luz_ek hQQ:l’) I.M.QEALED.ELE“
dZ)D_GJa) .L(mba) and references thereln). Ctyrethese anomalies only tenta-
tively elude the predictions of the simples€CDM model, but they may hint on variety of
processes that may take place beyond the standard frameawvkell as help concretize
some of the viable possibilities that still fit within the stiard scenario (eg. Niarchou &
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]
Jaffe onobLmdsi Weeks & Gundermhhn_dod)m Kunz ELM;:LJaﬂe_et_all I_Lmbs)

The motivation of the work pursued in this thesis are the al@® observed in the
data, that elude the predictions of the standard cosmabgiodel. Amongst these, the
Gaussianity and the statistical isotropy are two basiciptieds, and currently accessible,
and directly testable observables via the CMBR data. Caing$rput on these observables
with the advent of the forthcoming, next-generation expernts will also soon become
useful probes of the physics of the early Universe with sigffic power to discriminate
between families of inflationary models.

In this work we address some of the known anomalies of the C&tB,&nd tests them
in a new, and independent way. Our aim is to conduct a battiesyatistical tests of the
CMB data in order to search for sings of any new departures these two generic predic-
tions. We also aim at quantifying the statistical signifcaof the well known anomalies,
and to test their robustness and stability under differesiistand different data processing
pipelines.

There are many non-cosmological (astrophysical, or instntal) sources that may vio-
late Gaussianity, or break the statistical isotropy. Ansbigese most importantly, the resid-
ual extended foregrounds dominating at large angular scafel galactic and extragalactic
point sources as well as the secondary effects (like weaingnSunyaev-Zeldovich ef-
fects) dominating at small angular scales. It is therefarpartant to detect, analyze and
localize these sources, and either eliminate them andu@s from the data, which oth-
erwise could lead to a biased results of the analyses ainiognatraining the inflationary
physics. If all other explanations fail, and the data wibuetly and significantly violate the
Gaussianity, or statistical isotropy, such detection lgéitome an extremely useful observ-
able, calling for explanation within some alternative &fale but currently indistinguish-
able, competing models.

The organization of the Thesis is as follows:

An introductory review of the most relevant anomalies fowrithin the standard cos-
mological model with various implications for cosmology aiven in chapter2.

The main part of the analysis presented in the thesis devotedrious tests of Gaus-
sianity and statistical isotropy of the Wilkinson Microvenisotropy Probe (WMAP)
CMBR data is given in chaptél 3. The results presented irethvere published in Journal
of Cosmology and Astroparticle Phy&@ 08b).

In chaptel¥ we focus on constraining parameters of one dditeenative models, in-
volving a large scale violation of the statistical isotrdpya bipolar modulation field. The
results presented there are now accepted for publicatidnumal of Cosmology and As-
troparticle Physic@v@%).
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In chapte b we test the Gaussianity of the CMB using Minkawskctionals and
describe a significant detection of residual, large scakgimund contamination leading to
systematical deviation from foreground-free simulatierpectation in one the functionals,
as well as in a systematical offset of the mean and in the iveggktewness of the one-point
temperature distribution, along a ridge adjacent to thadajal plane, outside the commonly
used, conservative sky masks. The results presented inhtaper are now in preparation
for submission to the Journal of Cosmology and Astroparidiysics.

In chapteE we introduce a new dedicated statistics fanggseviations from the statis-
tical isotropy, which are generated by the apparent, teetanomalies in the reconstructed
angular power spectrum of the CMB at largest scales. In enBptve present first results
from an ongoing project, dedicated to tests of the violaiohthe statistical isotropy, ob-
served in the alignments between Iéwnultipoles. We introduce relevant statistics, test
and compare range of available renditions of the foregrewfeined CMB maps, and dis-
cuss some of the resulting problems and propose few gerestaditatistics that could be
interesting to implement in the further studies.

Finally, in chapteEl8, we investigate the hypothesis of thatiply connected Poincaré
dodecahedral space model, which we test against the geh€iiM simply-connected
model using realistic Monte-Carlo CMB simulations. Theutespresented in chaptEl 8
were published in Astronomy and Astrophysics 2008A&A 432471 h_aAL&_RQ_ukel:da,

2008)




Chapter

Anomalies in the Cosmic Microwave
Background observations and
cosmological implications

In this chapter we review the most related work pursued bipuarauthors, dedicated to ex-
ploration of consistency of the CMB data with the predicsiaf Gaussianity and statistical
isotropy through a large number of statistical tests. Tlsagdies continue to be increasingly
significant since the COBE detection of the primordial neefidictuations l.,

) which brought about the first evidences for the scatgriant power spectrum of ini-
tial perturbations, predicted by the simplest, singledfislow-roll, inflationary models, and
constituted a strong support for the isotropy, and homageonéthe Universe, measured at
a level of~ 107, and thereby provided with the calibration of the amplitadé¢he initial
perturbations at the currently observable close-horizates.

The tests, optimized for either measuring consistency @idussianity, or statistical
isotropy, or randomness of the underlying density field tituie one, and a very limited
approach of the issue of testing the two predictions. Armptred more involving way of ad-
dressing the problem is to question the degree, type ane sligglausible non-Gaussianity,
and/or non-randomness, since the latter two can be reatizaal infinite number of ways,
while former two can only be realized in one way. Thereforeoa-detection of the non-
Gaussianity, or non-randomness in one of the tests doesutmnatically imply that the
field is Gaussian or random. An example of this is given in 8. It is therefore impor-
tant to come up with many different statistical tests, wtaok maximally independent, and
orthogonalto each other in order to better assess the question of Gaitgsor statistical
isotropy. Consequently, over the period of last severatsydaere has been put an incred-
ibly large effort in devising a whole battery of cosmolodjcstatistical tests, whose only
purpose was to address these two generic predictions, afftagonary Universe. Insofar
though, the properly foregrounds cleaned and/or masked @& generally comply with
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these assumptions, however there are few or several essptin this chapter we will
focus on these exceptions, and discuss possible implisafr cosmology by analysing
viable models that are capable of reproducing them.

Non-Gaussianity vs non-randomness Itis important to note that testing statistical isotropy
and Gaussianity cannot entirely be separated from each ofhés is because one has to
deal with only a single realization of the surface of last®rang. Given no prior knowledge
on any possible underlying temperature template, whialisléa violations of the statistical
isotropy, like in eg. Bianchi type models, it is not possiteascribe any plausible detec-
tions of non-Gaussianity only to the brake down of Gaussiahecause it is possible that
the deviation might be caused by an underlying anisotrapigptate upon which a Gaussian
temperature field is generated. Since the underlying temptzuld only be constrained via
statistical measurements, using many different field zatibns, there’s a strong interplay
between the two predictions. In the common day practiss,vitidely assumed to consider
the CMB field as random realization, and referring to dewiaifrom GRF as to detec-
tions of non-Gaussanity, or statistical anisotropy dependn scales at which the detection
occurred. As such the detections at small scales are offerred as to non-Gaussianity,
whereas large scale anomalies are rather referred to agiorobf statistical isotropy.

In figure[Z we plot an example of Gaussian random field feftd side plot) and
Gaussian non-random field (right-hand side plot). Thedattes obtained from the former
only via reorganization of the pixels in the map (and recatibn of the power spectrum
due to the smoothing effects which were destroyed upon pearangement). The two
maps have exactly the same variance and power spectrum.aldweliave almost identical
mean and kurtosis, and hence cannot be distinguished & #mimators. Performing
a Gaussianity test using Minkowski functionals (bottomglahwe discover a significant
differences between the two maps via the circumference ehatosed contour at a given
temperature threshold, and in the genus statistic. It &a@sting to note, that instead of the
signs of non-Gaussianity we actually detected the viatatibthe statistical isotropy of the
right-hand side map, by performing tests, which one migimkttare a Gaussianity tests.
Of course, in order to put it quantitatively correct a sigrdfice analysis would be in order,
however qualitatively it is easy to see that it is possiblgitdate the statistical isotropy of
the map by an arbitrary amount, and thereby reach an agblzeel of deviation from the
Gaussian random field, and therefore qualitatively the sasdts would hold.

It is interesting to note that in this case, the Minkowskiaaienctional is actually help-
less in detecting the difference between the two maps, as isurtosis, or the meEnThis
exactly embodies the aforementioned need for implementati many different Gaussian-
ity tests in order to pin down the nature of possible violatd the Gaussianity or statistical
isotropy.

INote that given that the power spectrum is exactly preseiveide right-hand side map, any differences
in the mean of the maps should results only from special genaents between the phases in the non-random
map.
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GRF simulation: GnRF simulation
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Figure 2.1: An example of a Gaussian random field (GRF) (@&fijpganel) and Gaussian
non-random field (GnRF) (top-right panel). The non-randomugation was obtained from

the Gaussian one by reordering the map pixels by treatingl&adpix nested ordered map
as Healpix ring ordered map and correcting for the powertspecchange due to beam
effects. Consequently the two maps have exactly the samerpgpectrum (and hence
the variance). Yet the map on the right hand side appears ttebey non random due

to horizontal stripes. The two maps have almost exactly #mesmean, and kurtosis as
well. In the bottom panel we plot the three Minkowski functids for the left-hand side

map (black) and the right-hand side map (blue). Since tte-tfignd side map still remains
a Gaussian map (reorganization of pixels not alter the temtpe statistics and so does
not violate the Gaussianity), the difference results onlg tb break down of the statistical
isotropy.

2.1 Hemispherical power asymmetry

2.1.1 Search and Evidence

The statistical isotropy has been tested by various autiging) a whole spectrum of differ-
ent methods. Some of the latest works based on the WMAP CMBidelude Souradeep
etal. @ Hajian & Sourad e|o (2 )OE\ Go;ld on ( OM‘W

dm-mh)J_S.a.I:TJ.a.LF_t_iIiIl_(mbd.)__l:l.a.ns.(il:u‘:l lal_(ZHa4la..b.)__Dﬂunﬂ]Dﬂanhde|_(Zl(b5) Bernui
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etal. tzaoziﬂ L_Ea.kmlal (deIS\ Gordon 4tla.L_dZOb..‘ﬁ]ﬁEn_eI.a| l(ﬂ)DJlLZQHZ_Z(bOS)
II:I.a,LLa.D_&_S.Q.uLa.d.e&Izd_(ZQb a(lﬂQ_O_ds) and references therein.

In partmulatl_l:la.ns_en_et_lal._(ﬂ)ﬁha) pursued tests of thiststal isotropy based on local
measurements of the power spectrum in circular patchesllgalistributed in the sky.
The analysis was performed using the power spectrum recetisnhs, based on pseudg-
method, introduced *J_I:Ia.ns.enﬁl 002), and these (gcaleasurements were analysed
in various multipole ranges and in patches of various amgites. Consequently several
interesting anomalies have been found. Most notably, tigeat suppression of power in
the northern galactic (and ecliptic) hemispheres as coedptar the GRF realizations was
realized, spanning over the multipole range frém= 5 to ¢ = 40. The hemispherical
power spectra measurements proved the asymmetry to be megdialong the axi§l, b) =
(237°, —10°) in galactic coordinates with significance varying from I one percent up
to several percent as compared with GRF simulations, dépgiod the particular multipole
bin.

Also, it was tentatively found, that the apparent outlierthie reconstructed power spec-
trum released by the WMAP team, and available at
http://lambda.gsfc.nasa.gov/data/map/dr3/dcp/withapectrumbyr_v3pl.tx:, seen at mul-
tipoles? = 21 and/ = 39, are possibly associated with northern and southern héeriep
respectively and exclusively. Additionally, it was notdwt the sharp local decrease, seen
in the power spectrum around the first acoustic péak (182), referred to as the “dent”,
was associated with few circular discs directly adjaceniéogalactic plane, and hence the
residual foregrounds have been suggested as a possibtee Jourthat feature. Interest-
ingly, it was also found that the power asymmetry orientatosomewhat scale dependent,
with larger scales preferring larger galactic latituded amaller scales preferring smaller
galactic latitudes.

In the same yee{r_l:l.a.ns_en_el lal_(ZjO4b) carried out anothesftdee statistical isotropy
using regional, hemispherical measurements, based ondsgidh matrix calculations, of
the local minima, maxima and saddle points, of the WMAP CMBWinverse noise co-
added maps, and their simulated distributions, for fewetesmoothing scales ranging from
0° to 15°. By varying the orientations of the hemispherical regidreytfound the maximal
asymmetry orientation in particular, as far as the hemispéleratios of number of lakes
and hills are concerned, and they found the northern hemispgio be anomalous at to
30 confidence level at scales ranging framto 5°. Although the authors do not mention
the exact orientation of the hemispheres that maximize syenmetry, they do mention
that the results are widely consistent with another relateck by[EUks.en_eLﬁll.l_(mﬂlﬁla),
who also measured, and detected the hemispherical powemsestyy by deriving ratios
of power spectra estimated on two opposing hemispheresjuanified that the anomaly
significance is as large as 99.7% for the multipole rahge[2, 40] in co-added V and W
channel maps of the WMAP with Kp2 sky mask applied. The austlatso noted that their
results are stable with respect to the galactic sky cut aglincy band.

In @( @4) a genus statistics has been utilized for ageaphic projected WMAP
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CMB maps from the first-year release, in order to address daepasymmetry question,
and although the asymmetry has been consistently founsigitéficance was estimated as
of somewhat lower confidence level of about 99%, which wathé&srdecreased down to
only 95%, when the galactic sky mask was extended ujp|tec 30°, which apparently
contradicts the results bLEﬂks.en_e.l M04a), who gamit that the significance of the
asymmetry is robust under extended, to the very same exbért 0°), sky cuts.

Yet another independent estimator of the statistical &mpg has been introduced and
applied b)LB.emu.i_eLiLIL(ZO_be), based on histograms oflangeparations of points lying
within certain temperature threshold. By measuring thedhold averaged residual (dif-
ference between the measured and expected) distributiefesyed to asEPASH within
specifically selected circular regions in the sky, the metisocapable of tracing local de-
viations from the statistical isotropy. By calculating tregiance of theePASHestimators,
and computing its spatial, angular distribution over thg skilizing 12288 uniformly dis-
tributed caps and comparing the power spectrum of such pesdanisotropy map with
the fiducial simulated analogical power spectra, the astlestimated the significance of
the “north-south” asymmetry at the level of 97% in the dipodenponent of the anisotropy
map, and even more significant: 99% and 99.9% for the quabirga octupole compo-
nents respectively. While the authors arrive at similarchosions in their follow-up paper
lB.emuj_eLa]. l(Z0.0_'}a), it is not clear whether significanceeasment is robust since the
authors do not provide the details on their simulations aggn, where as the earlier pa-
per suggests that the power spectrum properties of theestudap (ILC map) were not
simulated consistently with the observations.

Gordon & Trotta l(md7) investigated the significance of tegnametry via the Bayes
factor analysis - applied also for quantifying the significa of the scale invariance of
the primordial power spectrum. While the authors found ttiésoof the tilt of the power
spectrum to be of order 49:1 (rougtiy3o), in favour of non-vanishing tilt, the CMB power
asymmetry was found to be realized in odds 9:1 (roudhly) under the null hypothesis
(corresponding to the lack of any anisotropic, possibly atatibn-like signals). This result
is consistent with the results presented in chdgter 3 ind8ih.3 and_3.6]12 and those in
chaptelll. The significance estimated_lnﬁ.QLd.Qn_&_'[lrdﬁa_'dmmearly contradicts the

results reported d;LEnks_en_e[l 41_(2[)07).

Eriksen et al.|_(20_(b7) has performed an analysis of the hdmaigmal power asymmetry
working within a frame of an anisotropic modulation modebmdgn_et_dl. 5); n
), and constrained the relevant bipolar modulatidd fiarameters: i.e. its orienta-
tion and amplitude, using a maximum likelihood and a maxinposterior methods, and
implementing the Metropolis-Hastings algorithm for mnudimensional posterior integrals.
While we will describe the modulation model in more detaithie latter chapters, we note
thatl.ELi.kS.&D.&Lil.I_(Z)_b?) estimated the significance of gynanetry via non-vanishing
multiplicative modulation CMB component of amplitudé = 0.114 and excluding the
isotropic Universe value oA = 0 at the confidence level in excess of 99%, with small
dependence on the data-set analysed. The best fit moduialidorientation was found to
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be(l,b) = (225°,—-27°), and since the performed analysis operated on very lowutsol
maps the effective multipole up to which the analysis wasisga was? < 40, at which
the signal-to-noise ratio reached unity. We note that tha-dat analyzed in that work was
simply downgraded from high resolution maps, scramblingugh all scales, rather than
filtering the low+ part of the signal form the initial maps. This approach casts the
method used in this thesis (in chadier 4) where we apply a-pasd filters in the spherical
harmonic space in order to select the preferred part of thetisignal, and thereby better
control the scales upon which a potential modulation works.

While more references to this work will be done in chapleriviergthat the evidence for
the asymmetry ranges from ab@ut to 30 depending on the author and pursued method and
the statistical significance assessment, there has beaalsignificant effort put in finding
possible theoretical explanations for this kind of efféeicause the CMB asymmetry could
be a manifestation of, and an interesting window onto, aiplyssew physics. In the
following we mention some of the plausible proposed expiana.

2.1.2 Implications for cosmology

A range of possible explanations have been proposed forkibereed power asymmetry,
which clearly manifests a break down of the statisticalrmy, at least at large angular
scales. The break down of the statistical isotropy is higimgesirable, because of the
tremendous success of the consistency of all other CMB riestwith the predictions of
the inflationary Universe: most notably, the near scalesiance of the power spectrum
of the primordial perturbations of the gravitational pdiah®, their Gaussianity, and also
flatness of the spatial sections of space, as well as sadutibtine long-standing cosmolog-
ical horizon and flatness problems. Therefore droppingdba of inflationary period in the
early evolution of the Universe would rise a need for altémeaexplanations, which would
need to deal with all of these problems jointly or indeperigenCurrently, no scenario
is equally successful as the inflationary. Since the stahddmgle-field inflationary solu-
tions (eg. based on chaotic inflation) do not produce sigmifihemispherical anisotropy,
solutions were devised that explain the asymmetry withengbmewhat modified or more
complicated models.

Recentlyl.Eﬂ.ﬁkﬁ&k.&LiilL(Z]bS) proposed that the curvatamario MS.
|Z)Qi LB_amIQ_&_LLd_dllal_ZJdZ) could give rise to such asymmender certain implementa-
tion. The generic curvaton models assume that apart fromntiagon field, which primarily
contributes to the energy density of the Universe duringiith, there’s another minimally
coupled scalar field - curvaton - which does not contribugmificantly to the total energy
density during inflation, nor does it drive the inflation, drehce need not to yield the slow-
roll conditions, and consequently need not become very lgemeous during inflation, so
as to meet the constraints from the CMB measurements. Inriisnal version the potential
can be assumed a¥i(¢,0) = $M%¢* + im?c? whereo is the curvaton field ang the
inflaton field andmn and M are their masses respectlvely. The curvaton is assumedl-to ro
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fast (faster than the inflaton) to sufficiently small valuésraso as to prevent the stage of
second inflation after the inflaton decay. This value is agsuto be roughly constant over
the period of inflation: ege = o, and the curvaton is assumed to stay there until long after
the inflation is finished. Typically the inflaton curvaturerfoebations are assumed to be
small (as compared to the level inferred from the CMB obde@ma) while the isocurvature
perturbations of the curvaton at horizon exit can be ladge~ H, /2w over a one Hubble
time. Gradually as thé/ (¢) ~ m the curvaton begins to decay into standard model particles
(eg. photons), reheating the Universe and beginning thetafishe standard hot big-bang
scenariﬁ. Hence the inflaton is being released from responsibilitgerferating curvature
perturbations. Instead, the iso-curvature perturbatemasconverted into curvature ones as
the curvaton decays and thermalizes in some processessppy egLM.QLLeLai:H_(_’LQbO);
hgahmﬁd_{s kde). This model is not only capable of haviogne isocurvature com-

ponent in the final power spectrum, proportionalRg , ~ (zfc;*)2, but also significant
non-Gaussianityfxi, ~ 5¢2/(4R), where¢ is the fraction of the perturbations due to cur-
vaton in the total curvature metric perturbations, gemeralue to both: the curvaton and
the inflaton together; an® = p,/piot IS the ratio of the energy density due to curvaton
decay to the total energy density.l.l.n.Eti.ck&;e.k.étla.L.dZOO&)ais assumed that the curvaton
actually does not contribute significantly to the total gyetensity: i.e.R < 1 which will
grant the sufficient (controllable amount of) homogenetftthe gravitational potential per-
turbations®, even if the fluctuations ip,, are largeD(1). Then it was hypothesized that the
observed asymmetry in the CMB is a consequence of the spatialtion of theo, value

in the observed patch of the Universe, due to some large $ugpzzon mode. Constraints
were then put on the allowed values ®fand¢ from the observations of: the level of pri-
mordial_ non-Gaussianit < 100 | X 03; Yadav &
Wandelt]ﬂ&, the CMB quadrupole value and the degreeegpdiwer asymmetry in the
CMB (eg. Eriksen et all (2007)).

However it has been shown that the modulation signals in & @re generally ex-
tending only up to/p.x < 40 (eg. I.I:I.a.ns.en_eLbIL(mLAa), see. also chdgter 4), while
the asymmetry generated in the above model would be scapandent and hence some
generalizations would be required in the curvaton powectspe in order to fit to this
observation. In that case it's possible that some fine tumiagld arise. It was however
suggested that it will be useful to utilize the polarizatsignals, induced from quadrupole
charge configurations at the surface of last scatteringp$siply reinforce the evidence in
favour of the cosmological origins of the power asymmetry.

These issues were analytically and numerically studielj_mtlﬂn_et_a.l. kZO_dS) who

also pointed out that given that the temperature obsenatiave already reached the pre-
cision limited only by the cosmic variance (at the relevaralas) the situation can be im-
proved by precise, large scale polarization measuremémesquest to be challenged by the

2Note that after the inflaton decay, the Universe becomeadyreadiation-dominated, as the curvaton field
does not contribute significantly to the total energy dgmsvhich otherwise could trigger another inflationary
stage.
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PLANCK surveyor mission.
Very recently yet another possibility has been invest@zd.BnmuL&_l:lip.(')lilo;Rj.Qaldi,

) that the primordial, cosmological, magnetic fieldshwnagnitude of orde3 ~
102G could be responsible for generation of both, the planaratigded low-order CMB
multipoles (see next section) and the hemispherical posygnmetry. A range of the mag-
netic induction values were consideréd € B < 30 nG) and it was found that stronger
alignments are obtained for larger field values. Howevenéndarlier work by Kahniashvili
et al. (2008) a scale dependent constraints on the amplatidee primordial magnetic
field have been derived, for a range of primordial magnetid fi@wer spectrum spectral
indexes resulting from “plausible magnetic field generatisechanisms”. The constraints
were based on the recent limits on the B-polarization mod&@iCMB power spectrum
IKQm.aJs.u_et_dl.L(m_(bS) and compared with generated theatdienode power spectra for
the primordial magnetic field induced Faraday rotationyeoting the E-polarization modes
generated at last scattering into B-polarization modegalticular, for the scale of 1 Mpc,
B is constrained to b8.4 < B < 30 nG, depending on the spectral index of the primor-
dial magnetic field power spectrum, whereas at the 100 Mple sttze constraint yields
0.7 < B nG, for all considered spectral indexe8.9 < ng < —1, and yet even less for the
Giga-parsecs scales. The estimatek_oi_lsa.hﬂlas.hlﬂj]e]mﬂb seem as an improvement
to the previous independent Works[b;LB_a.me&t].al_(Jl%?) albo estimate the primordial
magnetic field at the level of few n® < 3.4 x 10~9(Qoh2,)'/2f1/2 G wheref is a factor
constrained a8.6 < f < 2.2. More recentl@ﬁ%%) obtainedaaupper limits
on the strength of the magnetic field Bf < 15 nG for vector perturbation power spectrum
spectral indexnp = —5, andB < 1.7 nG forng = —7. These results therefore could
make it difficult to reconcile the explanation of the Idwnultipole alignments and north-
south power asymmetri within the ranges of maanetic fieldldunae considered in Bernui
& Hipolito-Ricaldi ), since for example it was sugtggs that in order to accommo-
date for the power asymmetry present in the WMAP data, onddvoeed a primordial
magnetic field of order 15 nG. However we note that since the primordial magnetic field
generates non-Gaussianity in the temperature nLa.ps_(.IMLm] |ZOD_E!) possibly the
required levels ofB could be cross-checked with the future constraints on thqgodial
non-Gaussianity.

2.2 Power spectrum anomalies and implications for cosmolgyg

2.2.1 Glitches in the power spectrum

Low quadrupole Independently from the power distribution in the CMB mapsré have
been detected anomalies in the angular power spectrum &N some of which were
well known since the COBE data release and letter confirmeatidWMAP experiment.
Most notably the apparently low, with respect to the bestditcordance cosmological
ACDM model, quadrupole value, as derived from the differentitions of the foregrounds
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cleaned maﬂs or as estimated from the cut-sky analysis using the psélidmsed meth-
ods of reconstruction of the underlying power spectrak'mm_&_Ea.nJ; L'L9£2|4)LI:I.a.n$.en_et|al.

M);MI.WZLMMW)). The léwange of the CMB power spec-

trum is depicted in figurE8.1. Is it easy to calculate thatréported by the WMAP team
value of the amplitude of the quadrupalel’y = /(¢ + 1)Cy/2n = 236uK? is compatible
with the best fitACDM power spectrum within 95% CL Iimﬂs however this value is a
subject to slight variations depending on the reconstrnatethod and data set used, and
over years the quoted values ranged frami? = 123uK? to AT? = 250pK?2, which as
compared to the theoretical value &y = 1252uK? is still quite low.

The significance of the large scale anomalies has also belresseéd via the two-point

correlation functions bLLS.p_etg.eLmI zlL_(ZbOS) where base8 statistic:

0.5
_ 2
S = /_ lC@Pdcos 2.1)

it was found that only about 0.15% of simulations realize \adovalue ofS than mea-
sured in the data, and with respect to the best fit cosmolbgicalel, as inferred from
the WMAP+CBI+ACBAR+2dFGRS data combined, the CMB quadtegms been found
unusual at the level of 0.7%. More recer{];I;LQij_E]t Ia.L_dZGﬁm)e pointed out that the
situation is even exacerbated against the stand&@DM model (i.e. in sense of vanishing
the correlations over the scaleséf> 60°) when considering the regions away from the
galactic plane.

Independently{_Efsla.Lhibt]l_(ZO_dSb) performed a frequemiisl Bayesian significance
analyses, and based on a standard cosmological fiduciallnawdeed at the significance
of rejecting the quadrupole as inconsistent with that moaelarger than 98.7%. How-
ever it seems that the analysis did not attempt to margmalzr the unknowns, resulting
from the uncertainties in the cosmological parametersnesions, which given the previ-
ously mentioned results seems to be important. Secondiyailalysis was based on the
fiducial model with large optical depth to reionization & 0.17), which given the im-
proved, three and then five-year release of the WMAP datéchext by the polarization
power spectra, is currently ruled out. In the latter anal;tﬁmalhidjl_zo_(h) involving
both the pseudo power spectra estimators, and the recotestrspectra estimators and in-
volving various sky-cuts and data sets the same author hdigsroed the previous results
estimating the CMB quadrupole being realized in at leastdencent of simulations. More
recently,LMa.gu_eij_o_&j_QLklnL(m_dﬁ) performed an approxi@teBayesian analysis of the
significance of the quadrupole anomaly of different reodsi of the first and the three-year
WMAP data, and concluded that the evidence in favour of Hygst violating the scale
invariance of the primordial power spectrum, leading topsapsion of lowés in the CMB
power spectrum, is insignificant, and does not justify idtrction of additional parameter
into the standard model, according to the various inforomatriteria (such as Akaike and

3See more details on different renditions of the cleaned CMBsyin sectiofi 2.3 1.
4An estimate inferred from 1000 realizations of the best fitgospectra as found ln_D.u.n.IsLa)Lai MOS)
for the mean likelihood values.
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Bayes). However, again, it was not mentioned which padicabsmological model is taken
as an reference null hypothesis model. Also there’s a piigsithat relying on evidence
estimates, rather than on explicitly integrated Bayesiaglemces, might lead to a so-called
posterior bias, since the information criteria base onlyttenmaximum likelihood values
and do not account for the full distribution shape.

Although the evidence for the anomalous quadrupole isatll tentative, rather than
decisive, a hindering promise of an exciting new window aihi® plausible new physics
responsible for the generation of the observed suppressispired a number of possi-
ble theoretical explanations. For examb].&Elea.lh'auﬂBﬂOQJroposed a slightly closed
Universe (2, ~ 0.05) with corresponding curvature radiug. = ¢/Hg|Q;|~'/? and an
“admittedly speculative” exponential suppression in thenprdial power spectrum at the
curvature scale. In this model the discrete spectrum otigeation wave numbers, re-
lated to the discrete spectrum of the eigenvaldesf the Laplacian in curved space via
(% = (1 4+ k2R?), is truncated at the curvature scale, leading to the appamver sup-
pression at the horizon scales. However as it was pointedttustmodel suffers at least
two problems. One related to the fine tuning of the primord@ier spectrum suppression
to be somehow related to the curvature scale of the Univedsgyt and more importantly,
in models with even slight - at the level of now days measurgnpeecision - positive
curvature, it is difficult to explain the generation of pebations via standard inflationary
mechanism even for reduced number of e-folds, as the pattorbspectra will become
too red, with perturbations amplitude of ordéx1) at the close horizon scalemwe,

). Consequently, contrary to the standard models aftegptic inflation with potential
V ~ m?2¢?/2, in which typical number of e-folds is of ordén'?, the model with small
number of e-folds (of ordet 60) would have become anisotropic, contrary to already veri-
fied CMB observations, and would also suffer a very strongtfineng of the exact number
of e-folds to fit into the requested curvature of the todaysverse. Therefore the predic-
tion of flatness of the Universe is still a very important atvable strongly constraining
theoretical models. Once, and if, the future experimertsvalo reach the accuracy al-
lowing to rule out the flatness of space at high significancejli automatically rule out
whole families of standard inflationary models, and poseriase challenge to explain the
perturbations generation within the inflationary paradigmtching the already constrained
properties of the primordial power spectruamd maintain the non-zero spatial curvature.
Unfortunately the CMB data alone constrain the curvaturgpaice only to within about
10% accuracy, and this implies a need for using externatgfrom other cosmological
data-sets that might be a subject to systematical biasesdé-reddening dust corrections
in the supernova data or biases due to gray extinction or ldugt grains). However only a
combination of the CMB with estimates of the Hubble consteifiteventually allow reach
sufficient accuracy to possibly push the curvature scaledgside the now days casual
horizon scale and rule out these possibilities.

Instead, explanations involving a non-trivial topology siface have become popu-
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lkunz et al. (2008): Weeks & Gundermain (2006): Gausmant] mi)-mmml
(2004b): Aurich et 21.1(2004): Luminet et |al. (2008): Motaast (2004): Weeks! (2003):
IG.Qm.eLQ_eLAI MW&MMO@W J‘ﬂ)DAa) in explaining

the apparent = 2 suppression, and number of applied tests have been devidexpplied
to the CMB, first with the COBE data, then WMAP data, yet wittmgohat unsuccess-

ful, null only results|(Cornish et hmwmwm4
Sper 11 2003: Roukema ef AL, 2004: Phillips & KBEM;LBHMMIL@G;
-MW@WMOO&EmpE were also made to

unveil the shape of space via cosmic crystallography of @mngpaces in different spatial
curvatures by exploring the quasars and galaxy surveys @liming observations in fre-
guencies from ratio to X-ra 9 : b); Roukema
& Blanlceil (1998b); Uzan et &ll (19992); 2e00); .
M), although the scales probed by these data-setsr(gafigm 10 Mpc to 100 Mpc)
would imply a rather small compact Universe, and naturatiyld not be related the to
suppression detected in the CMB.

However as pointed out ln_l.lza.n_ej MOS) the curvatur@acts, if once determined
to differ at the level of a few per cent from unity, will have arieus consequences on
the dynamics of the early Universe. In particular, it willggoa serious constraint on the
number of possible e-folds that might have taken place betoe current horizon scales
left the horizon during inflation (problem related to honzaroblem and the unwanted relic
(moduli) problemS)I.(.IALLh_&ﬁlﬂMArL_lQbG). A possible woriands were suggested via
temporal violations of the slow roll conditions by makingetimflaton field potential very
steep at the onset of inflation, in order to help keep the leyplimordial perturbations at
largest scales consistent with observed limits.

Tests of multi-connectedness of space may be a very integaseasure of cosmolog-
ical models by utilizing the so-called identified circlesngiple with the CMB data under
a proposed multiply-connected model. If a significant datiens were found, a curvature
associated with that model would be preferred, which coalelserious implications on
inflationary scenario. However given the infinite numberaégble non-flat manifolds, and
that the general search, utilizing the identified circlaaqple is extremely cpu-intensive,
as well as that the available high resolution full sky CMBedatdrowned in the instrumental
noise at small scales, while the topological signatureadggadditionally obscured by acous-
tic oscillations scale physics, even in case if the Univaxgeallywasmultiply-connected,
the detection of this fact would be challenging. In chapt@reBperform a topological test
of the CMB data for one previously proposed topological nhode

An interesting conception was also put forth i and Germani
& Liguori (@) where models with large scale power supgias were studied. In the
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earlier work it was suggested that it is relatively straifdrivard to obtain the required
features in the CMB spectrum, as was previously mentiongdydmipulation of the scalar
field potential during inflation. Since the amplitude of thréyprdial metric perturbations
® at the horizon crossing:(~ a(t) H,(t)) within the slow-roll approximation is:

K ® (k) ~ VP | H

V'(9) ¢

inversely proportional to the speed of the scalar field vafiere H, denotes the Hubble con-
stant during inflation. It is easy to see that the increas@é@fbtential derivative’(¢))
will lead to a desirable suppression of the correspondimgodes, because with such tem-
porarily increased speed of inflation, the relevant pettions are faster being removed
outside the horizon before the fluctuations manage to grtws i$ possible to obtain using
even a generic polynomial potentials as was discussed &il diei:l_o_dgﬁ_et_dl.l_(_’LQ_bO). It
was explicitly shown that this model actually suppresseddige scales, and the fit to the
WMAP data has been found. In this model however, the rapiebffut the power spec-
trum is directly followed by a series of oscillations abol¢ tstandard power-law power
spectrum, which are quickly decaying for largefh mode values: i.e. for smaller co-
moving scales. Interestingly such feature has actually ladeady found by Shafieloo &
Souradeed_(_ml)?), who directly reconstructed the prinabgbwer spectrunP(k), using
a deconvolution method, directly out of the CMB power spattconvolved via:

(2.2)

Cy=4n %P(kz)A%(k) (2.3)

where theA? (k) is the radiation transfer function. A sharp horizon-scateaff was found,
followed by an increase of power - possibly related to theeafeentioned oscillations. This
feature has then been studiedLbyjinha_&_S.o.uLillcl_e_epJ(ZOOﬁ)Jmaer of previously pro-
posed theoretical models. Of course the model with a cutegffiires tuning of the potential
to the scales at which the suppression is observed. Thepemépbe of order of the current
horizon scale and the corresponding cut-off scale in thagmdial spectrum, and using the
WMAP data has been constrained tokhe= 4.91% ; x 10~*Mpc~! at 68% CL. However, it
was also mentioned that the need for the cut-off (and theltyesfahe related additional pa-
rameter in the standard model) is not highly preferred (deo2o). This was also realized
byll:d.a.gu.eiio_&_s.oﬂslh kﬂ)d?) using Bayesian analysis.

However, interestingly it was also pointed out, that theeobation of the suppression
at the scales comparable to the horizon scale todayi(~!) as well as the onset of the
domination of the cosmological constant energy densityisiguing coincidence apart
from an independent coincidence with the matter energyityenghich is also known as
the cosmological “coincidence problem”. This motivated geother possible explanation
of the low quadrupole problem: i.e. by the effective intagpand, partial cancellation be-
tween the standard Sachs-Wolfe contributIQn_(.S.a.th_&J,\}ﬂlﬂéj’) due to the gravitational
potential perturbation®: AT /T (1) ~ ®(i1)/3 with the scale invariant power spectrum of
k3| ®(k)|> = A2, and the integrated Sachs-Wolfe contributia@' /7 = —2 [™ ®&(n)'dn

NsLs




2.2. POWER SPECTRUM ANOMALIES AND IMPLICATIONS FOR COSMOIL®¥17

on.nla.Ldj_et_al.l_ZO_dS) accumulated long the line of sigbtrfrthe last scattering;r.s)
until now, wherey is the conformal time today (this is also referred to addkeintegrated
Sach-Wolfe effect).

Outliers and “dents” in the angular power spectrum Since the first release of the
WMAP data, there have been known few tentative anomalieearCiMB power spectra,
which correspond either to outliers, having lansgieper degree of freedom value (Hinshaw
et al., ), or extended local “dents”, found eg. aroundtipole ¢ = 180 or ¢ = 113.
The latter case of “dent” were analysed by the WMAP team witloonclusive results and

it was mentioned that similar features also appear in M@#de smulaﬂons@al
M) whllel_l:l.a.ns.en_e.[_IaLmIMa) found some tentativerdpee of the feature on the
analyzed hemisphere as discussed earlier in seffidn 2eledttier case of outliers, being
localized at multipoleg = 21 and/ = 39, was also analyzed in the aforementioned work
of Hansen et all (2004a) as well as in eg. in Covi 1 al. (2006)eso irl Peiris et all (2003).
In the latter works such feature was explained and fittedhiminodels involving disconti-
nuities in the inflaton potential. These discontinuities associated with, a well physically
motivated models of spontaneous symmetry breaking duhiegnflationary phase, during
which, given the step-like nature of the feature, the irdlaiis not interrupted, but instead
an oscillatory feature is imprinted on the spectrum of prame perturbations at the cor-
responding scalé_(Adams_etl Mbj.;_Adams_&L_&slshLeud)ZOWithin this model the
potential V' (¢) of the inflaton fieldp, with the step was parametrized by three parameters:
¢step,C @nd d, corresponding to step location, amplitude, andigmarespectively, as

V(g) = =m?¢?*[1 + ctanh(%)] (2.4)

2

wherem is the mass of the inflaton. It was shown tf{aL(Ada.ms_lsLal.J')Zﬂﬂb WMAP
data, as well as the large galaxy surveys, place alreadygstronstraints on such step-like
features in the inflaton potential via the size of the odwdizs arising in the primordial
spectrum that can contradict these observations. It wagqmbiout that such features are
neither unexpected, due to frequent symmetry breakingeptiassitions in fields coupled
to the inflaton and related to a sudden mass change, nor theiyaeny fine tuning, since
many symmetry breaking (every 10-15 e-folds in this moded)expected, based on some
arguments from supergravity theories. In particular inaf@ementioned WOI@I.
df(ﬂ;) fitted the data with thg? improvement by abouf\x? ~ 5 over the “vanilla” sim-
plest flatACDM model. Similar conclusions were obtainet]L'Ln_BeiJ:is_lé‘me). Although
the CMB spectra is better fitted within the toy model with theps it was noted that the
WMAP data do not really require such model in terms of Bayesiaalysis, however it is
an intriguing possibility for measuring the processes efitry early Universe, once when
the error bars of the measured data will allow to stronglgritisinate between the models.
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2.2.2 Power spectrum anomalies and induced symmetries ineéhCMB sky

As a last note in the list of known anomalies in the CMB powerctum, but still some-
what incomplete list, we mention a tentative oddity in the4orange of the angular power
spectrum, which was previously studiedl.b;LLa.n.d_&_M.a.g.lheliiQQﬂ:). It appears that the
reconstructed spectrum in that range exhibits an unusymdression of even multipoles
with respect to the odd multipoles (figurel6.1). As will beadissed in chaptél 6 such sup-
pression, if true, would be very difficult to explain on graisrof some residual foregrounds
contamination, as it introduces a point-symmetries in tMBGky (see. Appendik’Al4),
wile the residual foregrounds would rather induce a mirit@ symmetries about the galac-
tic plane which in turn would affect both the even and odd ipales. Nevertheless the
mentioned work quantifies the significance of the effect auak: 97% CL, maximized
at cumulative multipole number df,.. = 19. We will pursue an alternative statistic in
chaptefb to independently quantify the oddity of theseufiest

Certain plane symmetries in the sky have also been sou&m_[misieltaﬂsla_e[_lil.

) using a difference statistic of:

S(a) = ([T () = S (8,)]) (2.5)

where then; direction is defined a®; = n; — 2(iy;ny)n; and thedy, is the direction
perpendicular to the plane with respect to which the symynmistbeing measured. The
average is taken over all directions (pixels). It is intér@sto note a great similarities
between such derivef(ii;) maps in that work for quadrupole and octupole, and results
presented in our analysis (figurel7.5) but derived from cetepy} different statistic: i.e. the
statistic probing the percentage of power accumulated lyeag,,,, mode towards a given
direction. The similarity shows that in fact for the orietida where there is a significaist
symmetry, the amount of power that could be accounted taoefficient of the spherical
harmonics analysis, is small, which can be perfectly undedssince that the shape of
Y51 harmonic exhibits an exact plane antisymmetry, and heresetharmonics for large
symmetry value directions must be cancelled out.

2.3 Large scale multipole alignment anomalies

One of the most outstanding apparent anomalies in the CMBuskyhe strong alignments
between the quadrupole and octupole components of thekfuitlsaned maps. This has
been first realized bLLd.LO.LuLeLLa_CQﬂath El_(i004) andtfied as an effect occurring
roughly once in every 60 GRF realizations. It was also inddpatly measured that the low
quadrupole value is in odds as 1 in 20 as is the, yet anothvet/ lmultipole anomaly: the
planar octupole (figurle3.2).

Indeed, interestingly the octupole of the WMAP data seemremely planar: i.e. hav-
ing apparently most of the power aligned within a plane imexiditions of the WMAP data
as showed in figure2.2. Apart from the low quadrupole value planarity of the octupole




2.3. LARGE SCALE MULTIPOLE ALIGNMENT ANOMALIES 19
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Figure 2.2: Quadrupoles (top row) and octupoles (bottomn) reaonstructed from three and
five year version of the ILC map (first two from the left) andrfrdirst year and five year ver-
sion of the TOH cleaned map by Max Tegmark (first two from tight) (see section 7.3.1).
Note slight differences in quadrupole orientation in theHdata due to different renditions
of different year data sets, which is not that much apparecase of the ILC data. Note also
the apparent alignment between the quadrupole and octapdléhe planarity of octupole.

fed the speculations about the non-trivial topology of gpadth finite dimension oriented
at the direction of the apparent suppression of power in ttepole, coinciding with the
preferred maximum-momentum axis, derived via statistfimed in equatiofi 7]11 applied to
the quadrupole and octupole independently, which oriemtst as already noted, also mutu-
ally well coincide. Consequently the direction, roughlyireated at(/, b)) = (260°,60°) in
Galactic coordinates, which also roughly coincides with kinetic CMB dipole direction,
and is roughly perpendicular to the direction of the nortlipéic pole, was dubbed the “axis
of evil”. While the suppression via planarity is well confiedh no significant evidence was
found in favour of the compact (toroidal as originally prepd) topology.

These, and other anomalies, in particular in phase spaee been also investigated by

many authors such ali._C.Qp.l_el al (2d04§_a\' Bielewicz IeLQD_Abzl_AbLam_o_et_dl. (2006);
Bielewicz et al. (2004, 20b5): 1 and & Maguéijn (20b5d); Cepil. [20064lb): Jaffe etlal.

), and various and sometimes contradictory statemesgarding the relation of the
apparent alignments with the residual galactic foregreuhdve been favoured. Neverthe-
less, regardless of their origin, the matter of fact comsity remains, that these features
are robust and continue to exist since the first releaseed @BE data.

Insofar the origin of the = 2,3 alignments with the ecliptic plane as revealed in the
multipole vector analysis lJyLij_etlalL_(ZQH}a,b) remaitendalizing puzzle.

It remains interesting though to try to explain these fezdun terms of some physi-
cal model that would decrease the level of the anomaly fragnathrming significance of
~ 99% to a more acceptable levels. In this sdlﬂl_Ln.ou.e_&JSh.k_d ) proposed a
local voids as a possible explanation of their origin. Theguad that two, dust-filled voids,
at redshiftz < 1 and with radius of~ 300~ 'Mpc, separated by roughly0° apart from
the direction(, b) = (—30°, —30°) along the meridian in a reference frame that maximizes
the angular momentum of the lofvmultipoles, and of the density contraste —0.3, can
explain the strong quadrupole-octupole alignments asweyd contribute to the temper-
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ature anisotropy at the level &7 /T ~ —10~°. Such an locally inhomogeneous Universe
would lead to a local spatial variation of the Hubble paranet order of few to several per
cent. Future, precise measurements of the Hubble constamélhas large scale structure
will put constrains on these possibilities. It was also ddteat the chance of finding such
a large void is rather unlikely (not mentioning two of thenoever is was suggested that
the problem could possibly be circumvented via the perimsiadf many smaller (of order
10h~'Mpc) voids into a larger void. This scenario was also proddsehelp explain the
non-Gaussian cold spot (see the next section) and also thie-swuth power asymmetry
discussed earlier.

Other possibilities of explaining these anomalies inctutss fashionable models like
for example the proposed Bianchi type VIIh model tested_had_&_M.a.gu.ei,ixl) tﬂ)ﬂb),
Within the models that yiel€;,; = 1, it was argued that the template could provide with an
explanation for both: the low quadrupole and the alignmprablem, but the model would
however suffer from some need of tuning so as to produceicextdi-correlation between
the template, which tends generally to add power to the madleér than subtract it, and
the GRF CMB. The template itself was not found to be signifigadetected, however
apparently it helped in solving the strong anomalies. Inlated work I,

) a whole family of Bianchi type VIIh models were studiacand MCMC parameter
estimation search using the WMAP data, and it was found tiatonly viable solution
included the low density cosmology with.; ~ 0.43 and the Hubble parameter af =
0.32, which is currently a disfavoured scenario, most promilyedtie to the supernovae
observations and possibly due to strong detections of tWé dffect in cross-correlations
studies with LSS (Giannantonio ef al_. 2008: Ho et al., 2Bsssat et al, 2006). This model
has also been studied b;u.a.t[e_dt |al_d006) and subsequelatyout at high significance
level.

Yet another explanation proposal was givemom’@ suggested that the align-
ment can arise from weak lensing of the CMB dipole arisinghimlbcal neighborhood, in
our super cluster, an explanation which was originally watéd by the fact that the pre-
ferred axis of evil is also closely aligned with the kinetipale of the CMB. The main line
of argumentation is that the kinetic dipole, which is twohicee-orders of magnitude larger
than the primordial perturbations, is weak-lensed andethedistorted by the inhomoge-
neous super structures of the local Universe, such as that @Gteactor, of the Shapley
super-cluster, and as such, the resulting mixing of thedonultipoles leads to spill-over
of the kinetic signal onto the higher multipoles: most nbtahe quadrupole and octupole
making them aligned and spatially correlated with the dipoiientation. In this context
the measures of accounting of for the non-cosmologicalléigoring the cleaning process
are not sufficient to completely remove the kinetic termsnftbe resulting map. However
is was also showed that while this model sufficiently and radifumitigates the alignment
problem, it exacerbates the problem of the low power of quaale, as the kinetic, non-
cosmological lensing power is added to the lbwnrultipoles, rather than subtracted, and
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hence the level of the primordial fluctuationsdn= 2 should be considered as yet even
lower than currently measured. In this context, the low qupdle science sector becomes
even more exciting, however the quantitative assessmeheahagnitude of the additional
lensed power onté = 2 has not been investigated.

There also have been many other speculations on the orifitie @lignment prob-
lem, ranging from instrumental effects like (gain modelshaf WMAP, beams of scanning
systematical effects), to astrophysical unknown foregdsurelated to the ecliptic plane,

and finally to the primordial magnetic fields_(.B_emuL&_I:l.ijlﬁLBj.caldl,lZO_Qb), capable of

generating both: the phase correlations and the hemisgh@ower asymmetry.

2.4 The non-Gaussian cold spot and other non-Gaussianities

A non-Gaussian feature, extending over an angular size @dital®)°® towards(l,b) =
(209°, —57°) has been detected by many authors via different waveletdeasitions fol-

lowed by Gaussianity tests of the convolution coeﬁicie%;@_ﬂikm; Mukher-
jee & Wang i._sz_eLli._CdeS_Z 07); Pi )). Subsequently, a closer

inspection revealed that the cold spot is unusual due taGmussianity at the level of 3o,
that it is a circular-like feature and that has no spectr@ledelency.l_m.o.u.e_&ﬁm_(mbG)
then proposed that given a dust-filled void of proper size amder-density would yield
an observed temperature deficit, which would also help atéighe hemispherical power
asymmetry, whiIJz_sz_eLhL(Zj%) came up with an exotionade claiming that the cold
spot is actually preferably associated with texture-ligealogical defect; being an artifact
from the super-symmetry phase transitions in the early &fea.

Interestingly, the cold spot was sought in the NVSS radics®d.4 GHz continuum
survey b)LRJ.LdﬂiQk.&LiIiIL(&b?) and a dip in the brightnesanisity has been found in the
cold spot direction, and a hence a corresponding detectianclaimed. This however was
recently refuted bl(_S.miLh_&_I:lu.Lellelr_(ZiOS) as an incorretitated striping systematical
effect of the NVSS survey.

We will pursue such a general search for non-Gaussianity thee point of view of the
real-space oriented statistic in chagifer 3.

2.5 Primordial non-Gaussianity

Itis currently commonly recognised that the primordial f®aussianity will soon become
an interesting tool for testing inflationary moddls_(.B.an.LelLaj.,LZOd4). This is because,
generically, the single field inflation models predict venyadl, non-detectable amounts of
non-Gaussianity due to negligible self-coupling of thdacfeld. This is the case for exam-
ple with a standard chaotic inflation mo i 982)widwer many other models like
hybrid inflation models with many scalar fielmthm_{ll%nhdels with features, glitches,

steps in the potential Wang & Kamionkowski_(2000): Contaitlial. [2008), k-inflation
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models with non-standard kinetic terms in the equation oﬁmndG.aLLiga_&_MuKha.ndv

) or string theory inspired models of inflation with &grBorn-Infeld terms in action
IS.ihLeISLein_&lankﬂ)d4).:_H.ua.ng_eIJaL(2(|)O8), or curvat@ersario modeIE Lvth et |a|.
.M), as well as some of the ekpyrotic modﬁls_KQxamaJelﬂﬁDj();LKQ;Lam.a_&MnJis

) and many others, typically are capable of genergdingg values of non-Gaussianity
of either sign and in general of various shape, classified-webde configurations in n-point

correlation functions in spherical harmonic space. Thisoofrse motivates pursuit of exper-
imental measurement of the primordial non-Gaussianityegtamates of the second-order
corrections to the gravitational potential fluctuationgpimted in the cosmic microwave

background radiation.

From the observational side, no significant proof for thenpridial non-Gaussianity
hasn’t been insofar found, apart a tentative reporll_by_Y&iMLa.n.d.elk tﬁ)ﬂb) who claim
a detection of positive non-Gaussianity at a confidencd Bxeeeding 99%. These results
however need further confirmations, and of course higherifsignce level, in order to
concretize the inflationary model and/or rule out other cetimg scenarios of structure
formation. A satisfactory confidence level would be for epéerihe level at which today the
fact of reionization is confirmedx 50)[D_uuls|_e;LeLal. l(ZO_dS) and well accepted. Naturally
large doze of hopes is given to PLANCK surveyor in regard décking the primordial
non-Gaussianity signals. However given that the non-Gani$g is related only with the
second, or higher order, effects in the perturbation thewith the level of anisotropies
detected by COBE- 10~° the higher-order effects will be very challenging to detgaten
all sorts of foreground astrophysical and instrumentadaff to deal with.

With currently accessible data the best constraints onaheGaussianity gravitational
potential quadratic term coupling coefficiefitr, yield —9 < fio* < 111 at 95% CL,
and —-151 < fﬁ%“ﬂateral < 254 at 95% CL | ILﬁOS) using bispectrum
method, where “local” and “equilateral” correspond to cgufations of models yielding
k1, ke >> ks andk; ~ ko ~ k3 respectively. It was pointed out that a full-sky, high reso-
lution observations of the soon-to-be-launched PLANCI¢ls&d, given that the secondary
effects (like weak lensing, or S-Z effects) are well undertod, it will be possible to signif-
icantly shrink these limits down to values of orderfew. This in turn should be sufficient
to already rule out many models only due to the measuremesingfof the non-linear
coupling parameter.

2.6 Motivation and problem statement

The list of the anomalies, found in the WMAP data and the eelaesearch, mentioned
in the previous sections, is by no means complete. Given a bagmological implica-
tions, the studies devoted to (non-)Gaussianity and statissotropy, have now become an
important, well motivated and advanced science with largéliptive power.

There are few very important ways in which the Gaussianitythe statistical isotropy
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analyses are going to be useful in cosmology. As is well knovam-Gaussianity is going
to become a very important discriminant of the viable inflatiry models. In this context
the constraints of level and shape of the primordial nongSiamity are of main interest.
From this standpoint, tests of consistency of the CMB maph Baussianity serve as a
complementary science, helping to reduce the impact offotends inevitably biasing the
estimated level of the primordial non-Gaussianity. As sthuseful to perform these tests
both: in multipole space, due to scale dependence of varionsGaussianity sources, and
due to signal-to-noise ratio issues; as well as in real spheeto the need for precise local-
ization of the non-cosmological non-Gaussianity contidns. Statistical isotropy tests are,
of course, related since one cannot separate these fromstsedf Gaussianity as long as
the underlying temperature or polarization template ishnomkn, as was already discussed.

Following the standard lore of the modern cosmology, su¢h@assumptions of Gaus-
sianity and statistical isotropy, in recognition of the ion@ance of experimental study of
these assumptions we carry out a series of independerdtistdtitests, aiming at cross-
verification, in variety of ways, of some of the well knownntative and strong anomalies
described in this chapter. By devising and implementing nethods and tests we further
explore their properties, and verify their significance.

We also aim on testing different statistical methods théweseprior to any cosmolog-
ical applications. Given an infinite number of statisticgdts one could possibly come up
with, and also finite amount of work that has already beenymasthere always remain
space for generalizations, and improvements. In the fatigwhapters we present some of
the results from the projects that has been already finisiratisome results from the still
ongoing projects, and we suggest a few, possibly-intergsitnprovements, that could be
addressed in the future similar statistical tests.
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Chapter

Real space tests of the statistical
Isotropy and Gaussianity of the
Wikinson Microwave Anisotropy Probe
Cosmic Microwave Background data

The material presented in this chapter was published imabof Cosmology and Astropar-
ticle Physicsmm. It has been submitted on 6th oy @208 and accepted on 9th
of July 2008.

3.1 Abstract

We introduce and analyze a method for testing statistioc#lapy and Gaussianity and apply
it to the Wilkinson Microwave Anisotropy Probe (WMAP) costmhicrowave background
(CMB) foreground reduced, temperature maps. We also tessahannel difference maps
to constrain levels of residual foregrounds contaminadion systematical uncertainties. We
divide the sky into regions of varying size and shape and arease first four moments
of the one-point distribution within these regions, anchgsiheir simulated spatial distri-
butions we test the statistical isotropy and Gaussianifyottyeses. By randomly varying
orientations of these regions, we sample the underlying Gigl8 in a new manner, that
offers a richer exploration of the data content, and avowmssiple biasing due to a single
choice of sky division. In our analysis we account for all tp@int correlations between
different regions and also show the impact on the resultswthese correlations are ne-
glected. The statistical significance is assessed via cesgpawith realistic Monte-Carlo
simulations.

We find the three-year WMAP maps to agree well with the isatropaussian random
field simulations as probed by regions corresponding to tigelar scales ranging froG?
to 30° at68% confidence level.
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We report a strong, anomalou# (8% CL) dipole “excess” in the V band of the three-
year WMAP data and also in the V band of the WMAP five-year dg@z3(c CL).

Using our statistic, we notice the large scale hemisphlegpcaer asymmetry, and find
that it is not highly statistically significant in the WMAPrte-year data{ 97%) at scales
¢ < 40. The significance is even smaller if multipoles up/te= 1024 are considered
(~ 90% CL). We give constraints on the amplitude of the previoysigposed CMB dipole
modulation field parameter.

We find some hints of foreground contamination in the form laically strong, anoma-
lous kurtosis-excess in the Q+V+W co-added map, which hewisvnot significant glob-
ally.

We easily detect the residual foregrounds in cross-barfdreifce maps at rms level
< 7uK (at scalesz 6°) and limit the systematical uncertainties $o 1.7uK (at scales
= 30°).

3.2 Introduction

Observational cosmology has established theX@DM model with nearly scale invari-
ant initial densitﬁ Eerturbations as the standard model oflenn cosmology (e.g. Riess

et al. [L(2006); Elsenstejtl_%c')aeta] (20 5J_I:Lmshamu=_t|al
dZ)D:I’) I.Ea.g.&el_blL(ﬂOb_ﬁpﬂg.elﬂ lal_(iobl)..legﬂmlsl &QQJS)) These observations

seem consistent with the simplest predictions from inflatieeory. Amongst those predic-
tions, one consequence from the cosmological principke,sthtistical isotropy (Sl), and
one generic consequence from inflation theories, the Ganissi(to leading order) of the
cosmic microwave background (CMB) temperature fluctuatidrave received a lot of at-
tention with the release of the first year of observation©eWMAP satellite. The relevant
statistical analyses either aimed at detecting small atsafimon-Gaussianity (NG), that
stems from non-linear effect even within inflation theordBa.LLQ.I.Q_eI_al.LZ)d4), or looked
for any anomalous signal that would challenge this standardel.

However, separating Sl from Gaussianity is a delicate tas&namaking such a test,
since one has to deal with only one realization of the CMB, ifhaonsidered in this con-
text to be a random field. Sl and NG have been tested in varietyags and some “anoma-
lies” have been reported. In partlcular using tests ogtahifor Sl, in spherical harmonic
(SH) phase spac i - I]_a.L._ bﬂ_4.]1996) asuahalignmentq8% CL) at
low multipoles have been found and confirmed te.g._Cg_p.LHEﬁDﬁIa)LLa.n.d_&_Ma.gu.ei]o

)). Number of other tests and statistical tools atichesors have been devised and
used to constrain Sl and/or NG. Among others, these incloideolar power spectrum (Ha-
jian & Souradeeﬂb& phase correlations tests ( Nasptal ]E_QLS) higher order corre-

lations in SH space (bi/tri- spectrum) el.g_(.EeLLmLadaha&M_M_a,gueuo & MedelrJ)LmlM
G int real space statlstlcgl, (Durrer g[ hl,, iOOO Gagan

03), morphological egbins (like Minkowski func-

dlu_Zbdll_ E2004),tipmlb vectors MI.,

tlonals)
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|ZOD5LLL&D.d.&.MﬁgU.&IJOLZQQl5(]i_S.ChwaLZ_&l lal._i(b_ﬁ__camljam}l) higher order
correlation functions| (Gaztafiaga & W]aailg__jOOS) phaseespgtatistics (Naselsky etlal.,
|m_0$; ' ILZIbS), wavelet space statisti I.ZODdalL.r_uz et Ial.,
2007;1Vi 11 2004; McEwen etldl.. 20b6b), highericis statistic (Cayon et Al.,
), pair angular separation histogralns ( BernuiHI_QﬂZﬁ) and also various real-space

based tests eti]_'_l:l.ans.e.n_elt hL(Zd)Oha.)__Euks.e.nl ell_al_de.Qﬂél);LHans&n_eLlilL(ZQd%)
In particular a dedicated tests of hemispherical power asgtry have been reported by
many authors and found anomalous at confidence levels @figim ~ 20 to ~ 2.60
(95%CL ~ 99% CL)

In this work, we measure regional one-point statistics m\WAMAP data and in simula-
tions in order to test the SI and Gaussianity hypotheses. #éro extend and generalize

the previous similar works in three ways.

Firstly, we show that the result of the analysis stronglyafefs on the way in which the
sky is partitioned into regions for the subsequent statisand we circumvent this problem
by relaxing the constraints on the shape and the orientafiarchosen sky pixelization by
considering many randomly oriented sky regionalizatidrtgs allows us to avoid a possible
bias in such regional analysis that is constrained only tingles choice of pixelization
scheme.

Secondly, we relax the constraint on the size of the regitweseby statistically probing
features at different angular scales.

Thirdly, we account for all correlations between differeagiions, resulting from the
well known two-point correlations (or possible higher-@erdorrelations) using multivariate
full covariance matrix calculus for more robust estimatafrihe statistical significance of
local departures from Gaussian random field (GRF) simuiatio

We will assess the statistical significance of our resulthiee different manners so as
to avoid the standard pitfalls of such an analysis and whijllneavily on realistic simulations
to either probe the underlying distributions or to test thiesitivity of our statistic.

The chapter is organized as follows: in S€ci] 3.3 we intredihe data sets that are
being tested, and provide details of the simulations. Irt.£&4 we describe the details of
our statistical approach for regional statistics. We the=t &nd illustrate the sensitivity of
our statistics via Gaussian and non-Gaussian simulatio8ect[3b before presenting the
results in Secf_316 and discussing them in §eck. 3.7. Wdudmin Sect“318.

3.3 Data and simulations

For the main analysis in this chapter we use the WMAP three-fgreground reduced tem-
perature maps from differential assemblies (DA) Q1, Q2, V4, and W1, W2, W3, W4,
pixelized in theHEALPIXsphere pixelization scheme with resolution paramater 512.
We co-add them using inverse noise pixel weighting (EG. 8 form either individual
frequency combined maps (Q, V, W) or an overall combined ngap/f+W) to increase the
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signal to noise ratio according to:
1 Je
T, = W Z wji T (3.1)
J=Jst

whereW; = Z;:stt wy; andw;; = Nji/agj ando is the noise rms for a given DA and
N;j is the number of observations of thié pixel for jth DA dHinshM_dl.LZ)_(b?). The
sum overj iterates the DAs whose maps are co-added (in numb2rg, 4, 8} respectively
for Q, V, W and all channels). We will refer to those datasstQaV, W and INC (inverse
noise co-added map) respectively and define a data set vécto{Q, V, W,INC} for
further reference.

We also consider a difference maps between different clistmandependently test the
residual foregrounds and to cross-check with the resulismdd from the single band NG
analysis. We consider a single band difference maps (e.gQ®QWN1-V2) as well, since
nearly identical frequency difference maps have a nedégimount of CMB or foreground
signaﬁ and these are used to test the consistency of our white resfizations against the
pre-whitenedl/ f pink noise of the WMAP data and constrain the systematiceéxain-
ties. Details of this check is given in appenfixA-3. We wéfer to these maps as QV,
QW or VW for cross-band difference maps and Q12, V12 etc. fidndividual differential
assembly difference maps.

As an extension to the main analysis we also test the five \WW4AP data set from the
V channel and refer to it as V5. For this purpose the WMAP fiearysimulations are used
and preprocessed in the same way as in case of the WMAP thezedgita except for the
sky-mask, which here we choose to be KQ75.

The residual monopole, measured outside the three-yesaselof the KpO (hereafter
the Kp03 ) sky mask, is removed from each map by temperatufteirsheal space. The
KpO03 sky mask (including galactic region and bright poinirees) is applied and no down-
grading is performed at this level. We will udg,,, = 10*, realistic, full resolution simula-
tions to test our statistics and to assess confidence thdssfsee AppendikAl1 for details
and basic tests).

3.4 Directional statistics

If the CMB sky is a realization of a multivariate Gaussiandam field (GRF), then statistics
of any linear statistical estimator should not deviate fi@aussianity within any arbitrary
region in the sky. Otherwise - in case of non-linear estimsatan general deviations from
Gaussian statistics are expected, hence MC approach fessasg limits on consistency
with Gaussianity is used.

! The non-vanishing CMB or foregrounds content, even in thglsiband differential maps, comes from
slight differences in the effective working frequenciesta differential assemblies (DAs) and also from slightly
different beam profiles. While in case of the single bandeddihce maps (e.g. Q1-Q2) the residual rms signal
is weaker than the noise by more than two orders of magniindsgse of the different frequency bands (e.g.
Q-V) the residual CMB rms signal is about one order of maglatweaker than the noise.
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In order to test thetationarityand Gaussianity of the temperature fluctuation hypothe-
ses we use two independent sphere pixelization schemeéirie dky divisions and conse-
guently a set of adjacent, continuous regions.

3.4.1 Sky pixelizations

The first pixelization scheme (hereafter referred tblB¥is an independent implementation
of theHEALPIX pixelization schemé_(_G_é.lesLeLl D05) and its resoluts parametrized
by then, parameter (Fid_3l1 top-left). The total number of pixels dagivenn, is r =
12n2. We will use three different resolutions () as specified in Tabe33.1.

The second one (hereafter calleB) covers the sphere by dividing it along lines of
parallels (iso-latitude) and meridians (iso-longitude)obtain arbitrarily elongated pixels,
generally of varying angular sizes (FIg.13.1 top-right). isThesults in the total number
of pixelsr = N;N; (where N; and N, are the numbers of longitudinal and latitudinal
divisions). The three different resolutions used in thdyamia defined by these parameters
are specified in TableZ3.1. Further flexibility is allowed logating the polar axis by three
randomly chosen Euler angles.

Since there is no reasonable, physical motivation for priefg any particular sky pix-
elization over another from the standpoint of testing a GRpokthesis, we conside¥,,, =
100 random orientations for each of the six types of pixelizasochemes, which altogether
yields 600 different sky pixelizations with a total numbér280 000 regions of different
shapes and sizes probing different angular scales [Ely. 8V2 therefore draw the three
Euler angles used to define the axis position and pixeliza@iheme orientation about this
axis from a uniform distribution.

All sky pixelizations are subject to the Kp03 (three-yearOKgalactic/point sources
cut which masksv 23% of the sky. In practice there is no lower bound for the size of
a region due to its random orientation with respect to the3sky cut. However for the
sake of numerical stability, when computing the inverseaciawice matrix (see below), we
only consider regions that happen to haVg, > Ny, = 100, whereN,;, refers to the
number of pixels of the original, = 512 map falling into this particular region.

Hereafter we refer to a particular random realization oi&lpation scheme (a random
set of regions covering the full sky and merged with Kp03 slask) as anulti-mask since
it uniquely tags sky regions and allows to pursue statistiasdusively within them (see
Fig.[32] bottom-left and bottom-right). Of course differemulti-maskseven defined from
a similar pixelization scheme, may have a different numlieegions due to the random
orientations with respect to the Kp03 sky mask. We defiig, (r, m) as the number of
regions of amulti-maskas a function of initial resolution parameteiand multi-maskiD
numberm € {1..N,,}. As an illustration, the two lowest resolution, pixelizatischemes
and two examples ahulti-masksare shown in Fid_3]1. We will also use additional sets of
multi-maskgo complete and extend the main part of the analysis in a féxetsel cases.
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HP 2 LB328

Fig 3.1: In the first row, two lowest-resolution pixelizatischemes HP 2 (top-left) and_B
32 8 (top-right) are shown. In the second row, we present amples of twamulti-masks
actually used in analysis. Pixelization schemes are mbtitea random orientation, with
KpO03 sky mask applied. These &i® 2 (lower-left) and_B 64 8 (lower-right) respectively.
Values in all regions were randomized for better visualirat

3.4.2 One-point statistics

In each of the defined regions of eatlulti-mask the first four central moments (i.e. mean
(m), standard deviatiorr{, skewness (S), and kurtosis (K)), of the underlying terapee
fluctuations are computed for the data and forMéd}, = 10* simulations. Together this
yields 2.8 x 10 regions for assessment of uncertainties. As will be showherSect 315,
allowing for arbitrary orientations ahulti-maskshas an impact on the results and yield a
more stringent test on stationarity. The fact that we chooseork in real space allows for
a good localization of deviations in the sky.

Table 3.1: Summary on thieB and HP pixelization schemes and resolutions used in the
main analysis, given explicitly for quick reference. Théurons abbreviations are as fol-
lows: (1) pixelization scheme reference name, (2) resmiyparameter value, (3) approxi-
mated angular size of regions, (4) number of regions in @agbn scheme.

HP LB
o @ 6 @ @ 1) 3) 4
Ref. Res. Ang.size [deg] regs. Ref. Res. Ang.size [deg] .regs
name ng Qreg r name N, N, /A Ay T
HP2 2 29.3 48 LB328 32 8 11.3 225 256
HP4 4 14.6 192 LB648 64 8 56 225 512

HP8 8 7.3 768 LB6416 64 16 56 11.3 1024




3.4. DIRECTIONAL STATISTICS 31

|
:

region No.

Fig 3.2: Number of pointsiV,,;,.(k), in regions for all 6 types of pixelization schemes used
in their initial position, after masking by Kp03 sky mask fimction of region number. All
regions with/N,;, < 100 were not considered in the analysis as detailed in the text an
treated as masked. The central partsi(/2) of a given pixelization are strongly covered
by the Kp03 mask (this is true only for the particular init@lientation of amulti-mash.

At the top abscissa we give the approximate angular scatde@rby pixelization schemes
with the corresponding total number of regions indicatethebottom abscissa.

The presence of extended, residual foregrounds or unrednomessolved point sources,
will affect the local central moments distributions. Infaular the mean of the fluctuations
will tend to be up-shifted with respect to simulations iffdde foregrounds are present or
down-shifted if they are over-subtracted. Also, dependinghe amplitude of the residual
foregrounds the local variance will also be altered. Logkmintly at the distribution of
these moments on large scales might also provide a handredarge scale distribution of
power via the off-diagonal terms of the inverse covarianegérix The physical extent and
position of the regions where particular type of deviatioowred can provide a clue to the
possible nature of the foregrounds causing it (see Eedt. 3.5

3.4.3 Assessing statistical significance

Since our measurements are statistical, a crucial stagaimerm probing their statistical
significance. Our approach relies on a detailed comparisbme®n the measurements per-
formed on real data with the distribution of the same measarnts performed on simula-
tions.

We consider three different ways to address the significafidiese measurements.
Each step involves one extra-level of generality and wildshight on the subtleties of such
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an assessment.

At first, we look at individual regions, ignore their corridens and compare them with
the simulations. We call this approach the “individual ceganalysis”. It is the simplest
approach one can consider.

Secondly, we compute the overall statistical significareenuulti-mask by taking into
account the two-paint correlations between moments ofildigtons (MODs) measured in
regions of the sammulti-maskvia the full covariance matrix. We call this approach the
“multi-region analysis”. The resulting probabilitig3(xZ ) (Eq.[A=2) are the joint probabil-
ities of exceeding a certain confidence threshold as a fuamai pixelization schemery,
multi-mask(m € {1..N,,,}), MOD (X € {m, 0, S,K}), and datasetd(c {Q,V, W,INC})
configured by a parameter vecigr= { X, r, m,d}. This analysis extends the information
from the single region analysis by testing the consisteridhe@data with the simulations
via standard multivariate calculus.

Finally, we combine all the information probed by differemalti-maskgo find the joint
cumulative probability of rejecting the GRF hypothesis &smetion of pixelization scheme
(r), MOD (X), and dataset (eg. frequencyl).(We call this approach the “athulti-masks
analysis”.

We remind that the statistical significance of any real dag@surement, at any stage
of the analysis, is always assessed by a comparison to tleé et same measurements
performed using GRF simulations. The exact details of tladyais at each step are given
in Appendix[A=2.

3.4.4 Visualizing the results

To visualize our results from the single-region analysisnalti-region analysis at certain
confidence level, we proceed the following way. For indi@dregion statistics, for each
region of eachmulti-maskwe definen,, as

ne = V2erf~1(1 — P(X)) = cdfgH(P(X)/2) (3.2)

whereP(X) is the quantile probability derived according to Hgs.JA-8@a4. Then, thus
defined is the Gaussian numbera¥ by which a region, defined by a givemulti-mask
deviates from simulation average. We then produce mapg estimator, for data processed
through each of the 600 generatadlti-masksand for each MOD. Then, to present all the
results in a compact way, we scramble these maps within time $40D. We over-plot
the individual pixels from regions with the strongest déeias from the underlying pixels.
Positiven, values correspond to excessive value of a given MOD in a negiod negative
value correspond to its suppression. For clarity, we useesttiold|n, ;| = 3 to produce
maps with only the strongesid) detections.

For the joint multi-region statistics we produce maps (aitisl above) using only
thosemulti-masksthat yield \P(Xa)\ < P, (Egs.[A=3,[A=3) revealing detections at the
statistical significancé — P, for a given MOD, multi-maskresolutionr and datasetl,
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i.e. for a given parameteq. Within this notation, single region statistics corresg®rto
Pth =1.

While the “n-sigma” maps are easy to read when looking atidigions of the anoma-
lies at a given local significance, they are unitless and aaa directly linked with quanti-
ties that are physically measured. We therefore also cenaidifference mapsX mapE)
of regional departures in individual MODs between dataaets averaged simulation ex-
pectation: i.e. forth region of a givermulti-maskwe plotA; = X; — (X;)n, where()
stands for average over N simulations.

3.5 Tests of the simulation and measurement pipeline

In order to validate the statistical tools introduced ahd®st the sensitivity and the correct-
ness of the numerical code, we performed a set of experimsintg both simulated WMAP
CMB data and data with either simulated violation of the ¢éasgale statistical isotropy or
localized NG features.

3.5.1 Consistency check with GRF simulations

We first test self-consistency by generating 10 additiohtT ICMB data sets and carry
out for each of them the single-region, joint multi-regiomaall multi-masksstatistics. As
expected, we found that the simulated datasets yield a gmmistency with the simulations
(at68% CL).

3.5.2 Sensitivity to local NG

For a statistically isotropic Gaussian process the kistisséxpected to be exactly equal to
K = 3, which translates into a kurtosis excdsE = K — 3 = 0. Violation of either of the
assumptions can lead to a positive or negative KE.

At first we simulate what could be a residual component, tiesufrom subtraction
of an non-ideal foreground template, extended over an ard®°cangular, centered at
(1,b) = (50°,50°), whose signature would be a non-vanishing KE. Such residuakt be
expected to be small in the foreground-cleaned maps, apdcthéd be either positive —
resulting from foregrounds undersubtraction — or negathes — resulting from foregrounds
oversubtraction.

Therefore, the introduced NG component is drawn from a nbdistibution with vari-
ancec? and with a mean increasing uniformly across the patch whémggaorth-south
following Healpix ring ordering inside the spot. From thathern point of the patch down
to the southern part of the patch, the mean will shift by&ys.

We introduce in this way a gradient in the noise and thus azswa-local negative KE
(Fig.[33) but still preserve a vanishing (within the spd®wness. The value is chosen

2\We will hereafter refer to maps so produced/asnaps to make a clear distinction from the difference
maps obtained by differentiation of temperature maps frdfarént frequencies (e.g. QV, QW, etc...)
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to be 1% of the underlying CMB rms (). To test the sensitivity of our estimator we
considern to be either 1 or 2, above which the NG template starts to heljsnoticeable
due to edge discontinuities. Note that, with a so defined ahgrtne pixels of the spot that
are close to its horizontal diameter will have the least ichjpa the underlying CMB field
distortions.

The choice of the, parameter values corresponds to the NG signals of the rmitadep
~ 50pK and~ 100K for n = 1 and2 respectively within the spot. We note that the rms.
value within the spot of the same size, in the foregroundscaed difference VW map of
the WMAP3 data, yields> 100K depending on the exact location of the spot in the sky,
hence our choice of NG signals amplitude aim at detectiorlatively small anomalies as
compared to the WMAP3 noise specifications.

We find that for a single NG spot of radiug®, the multi-region analysis does not return
any significant detection fag = 1 in any of the MODs, but the single region analysis finds
the contaminated regions unusuakgt ~ 2.5. In case ofn = 2 we detected & local
deviation in kurtosis, while in allulti-masksanalysis we reject Gaussianity ¥.8% CL
(HP 8) due to variance distributi(ﬁs

We rerun the test for the same type of NG templates but réptica 3 disjoint spots at
different directions in the sky for the same valuesigfarameter (Fid_313-a).

The choice of the position and the size of the spots is mosvaal to the results pre-
sented in Section3.6. The results of the single region aisaly shown in Fig_313(b)-(d).
Note how differentulti-maskgrace the locally introduced anomaly. Depending on the ori-
entation of thenulti-maskand its regions around the directions of the NG spots, themred
ny values differ. In the overall multi-region analysis thidurally leads to a distribution of
probabilities which strongly depend on how the featuresiefrhap are split and probed by
different regions.

Note that some of themulti-masksalso return am, > 3 detections even in a template-
free regions. It is therefore clear that use of many diffédyeorientedmulti-maskshelps to
investigate the statistical significance of local anonsalie

The multi-region analysis in case of= 1 return no significant detections in any of the
MODs, but very significant deviations were detected for thsee = 2 in all-multi-masks
analysis (Tabl€=3]2 in section "KE-"), again only in the eante distributions.

Consequently, we find that for the unfiltered maps the distiobs of variances are
actually more sensitive to this kind of simulated anomaliather than higher order MODs.
We note, however, that measuring a local sign of KE may be tdiithe nature of the
foregrounds signals as the kind of template used in this plamtroduces locally only
the negative KE as shown in Fig._B.4. Similar dependenceslaened for templates of
different shapes and sizes and combinations of these $adtothe limit of a flat template
(n = 0) the field becomes Gaussian, as expected.

It is possible to introduce a non-vanishing skewness by ngakie template unsym-

0f course, the estimated rejection confidence thresholdsngin Table (3P based only on a single-
simulation measurements may be somewhat biased deperndjpeyticular realization of the GRF simulation.
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Fig 3.3:a) A Non-Gaussian temperature gradient template, leadingcally negative kur-
tosis excess. The parameter valuenof= 2 is used (see the main text for details). Note
that one of the spots is practically removed by the galaétjccsit. b-d) The results of the
single-region analysis using the 1@tulti-masksof the HP 4 pixelization scheme of one
of the simulated INC data and contaminated with the templatee scrambled:, detec-
tion map in variance, skewness and kurtosis, thresholded at = 3, is plotted. Note
the strong, template-induced, local anomalies detectiaced by differenmulti-masksas
well as some other, but somewhat weaker, detectiofs,9f> 3 regions. In particular, the
template leads to the local kurtosis suppression and stomadjexcess of the variance.

metrical, by considering shifts in the mean which are unswitnical about zero. A similar
effect is possible by considering regionsnoifilti-maskghat only partially overlap with the
area of the NG spot (Fif._3.3c). Note that the example from[E#) does not include the
effects of the non-uniform noise component which is inctldeour tests and also that the
confidence level contours were derived assuming the Gausesiar statistics; therefore it
is not straightforward to extrapolate the strong detestiexpected from Fig—3.4 for = 2
onto the full sky, locally templated, signal and noise mlons, subject to subsequent
regional statistics.

Note that the assumed size of local deviations is smallivel& the full sky one, and
hence their global impact is reduced accordingly. Largegense of area, deviations will
be of course easier to detect. Also a specific pre-filterinthénspherical harmonic (SH)
space, of the data prior to the test may help to expose the n@lesaint scales to the test.
In this test we focused on testing unfiltered maps; thereftgeessarily the strength of the
detections must be suppressed.

Itis not possible to obtain a locally positive KE with the &bedescribed template. Such
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Fig 3.4: Negative departure of the kurtosis in the NG spotfasetion ofn parameter. The
plot shows the kurtosis of a sum of GRF and the generated N@latenaveraged over 10
random realizations of the two. The variance of the GRF isla@fer than the variance of
the NG template and the field size is chosen to corresponeét@spot size as described
in the text. The3o confidence thresholds were quoted around the expectedsviauthe
GRF only and for the GRF+NG template cases. Vertical lindgate the chosen values of
then parameter used for the templated maps generation for the tes

deviation could however be the signature of the unresohedt [source contributicﬂ] or
an unknown and localized noise contribution.

Again, for qualitative studies only, we simulate the pointisce component in the full
sky by adding random numbers drawn from a distribution whghn absolute value of
the Gaussian distribution with zero mean and random vegiaag\g parametrized by
parametem and uniformly distributed within rang®, nocuvg], whereocup is the rms
value of the underlying CMB fluctuations.

From our simulations however, it appears that it is diffitoltletect a significant contri-
bution due to point source contamination since such signsignificantly smeared by the
instrumental beam even faras large as 6. Even whéfE > 6 before beam smearing, the
variance response is much stronger than the KE responsiadeadinconsistencies with
simulations in the total power of the map as measured by ellgskly variance distribution
(Fig.[A=3). We therefore conclude that it is unlikely to deitany point source contribution
to KE in this test which is not surprising since we work atlfaiow resolution which dilutes
the point source signal.

As already mentioned, a locally generated noise-like campbin the map, in prin-

4Although this would have a specific frequency dependencégmare this fact here.
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ciple, could generate an non-negligible positiveEéB it would not be processed by the
instrumental beams. However since such noise is not wellatet! physically due to non-
local properties of the TOD data and scanning strategy ofMAP, and also since the
noise properties are well constrained, therefore we doomider such case.

We conclude that small and single (compared to full sky olzdEms) localized NG
features will be difficult to detect via higher order MODs retjoint multi-region and all-
multi-masksanalysis due to their small statistical impact on the oVetatistics. However
a single region statistics carried out first might be a rouglig in selecting a possibly
interesting foreground NG signals. If these indicate megiwith significant deviations in
variance and possessing a negative KE it would hint on rakidarge scale foreground
contamination.

Stability of results in function number of multi-masks

As different multi-masksprobe the underlying data differently, the joint-probaigis per
multi-maskdiffer and lead to a distribution that typically covers a widchnge of possible
probability values. As such, the multi-region analysise(sec[A=ZP for details) can be
used to find the orientation of the most unusual regions imib#i-masksthat yield the
smallest probability as comparred to GRF simulations.

Since from the point of view of statistical isotropy aflulti-masksare equivalent, in
the allmulti-masksanalysis (see seE_A-2.3 for details) we integrate the iat@n from
all multi-maskswithin a pixelization scheme to obtain an average level afsisiency of
the data with GRF simulations for that pixelization scherfiis approach also provides
a conservative way of averaging over a possibly-spuriotisctiens that could be a fluke,
due to some accidental arrengement betwemnli-masksand a data set. If the anomalous
feature in the map is strong enough to be detected in mauiii-maskghen this will also
resultin a detection in the joint afiulti-masksanalysis. Conversly, if only one or fewulti-
masksesult in a very small probability the overall impact willtnoe large due to stability
of the median estimator with respect to the distributiorliets. However, the investigation
of the most anomalousiulti-masksmay help in selecting the deviating regions for further
analyses.

In this section we show how the convergence to the resuliseoli-multi-masksanal-
ysis is reached in function of number ofulti-masksused to derive the mediay? value
and the corresponding mediagt-distribution leading to the alaulti-masksprobability.
As shown in Fig[Z3)6 the convergence of the jointralliti-masksprobability to the reported
value for NV,,, = 100, is in this caseHIP 2 pixelization scheme) quite fast; however in gen-
eral it depends on particular properties of the map as walhabe set and ordering of the
multi-masksused. The speed of the convergence and the robustness afahealue is as
good as the convergence of the unbiased mean estimatoithe.enedian - to the intrinsic
mean value as the number of random trials (correspondingetm@mber omulti-mask$

® This is most easily seen in the contribution of the anisdtropise of the WMAP to the kurtosis of the
signal only simulated map, which induces a significant pasiverall KE value in the simulation.
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Fig 3.5: Convergence of the joint athulti-masksprobability to the value reported in Ta-
ble[32 (in section (2KE-) for, = 2) for the case oHP 2 pixelization scheme in function
of the cumulative number ahulti-maskaused to derive it (black solid lines) for mean (top
panel), variance, skewness and kurtosis (bottom paneljitiddally we overplot the joint
multi-region probabilities pemulti-maskfor eachmulti-masknumber (blue dashed lines).

probing the underlying distribution increases.

Note how strongly the joint probability penulti-maskdepends on the orientation of
the multi-mask(blue-dashed lines in Fig—3.5). In particular for the vade case, the prob-
abilities of rejection pemulti-maskrange from45.7% for multi-maskm = 51, to 99.8%
for multi-maskm = 2. Yet the, reported in altaulti-masksanalysis, median value is very
stable with respect to these variations.

The shape ofmulti-mask regions.

Naturally, themulti-maskshaving large regions will be insensitive to the small scabgpm
features, while thenulti-maskshaving small regions will be insensitive to the large scale
structures. This motivates the usage different numbergibns to probe different scales of
the map.

Theoretically there are infinitely many ways of defining theyse of regions ofmulti-
masksand of course, our choice of the shape of pixelization s&seand thenulti-maskss
somewhat arbitrary; however the motivation for using défe shapes of regions is straight-
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forward: to probe the data using different binning techegsince the GRF statistically
should not depend on it. However if the data turns out to beraodom it is possible that
the non-randomness will be explored differently by différeegion shapes. A loose anal-
ogy to the real-spaceulti-maskregion shape, which is used to derive a local value of an
estimator, over the defined area for a given orientatiamwlfi-mask is in the wavelet space
the shape of the mother wavelet, which is used to obtain tte nvolution coefficients
for the input map. In this analogy the size of the region gpoas to the wavelet scale.

3.5.3 Sensitivity to the large scale phase anomalies

We test the sensitivity of our method to the well known largals anomalies found in the
WMAP data: i.e to the aligned and planar low multipoles= 2 and¢ = 3. In order
to test such anomalies we generate two GRF CMB simulationsoth simulations we
use the same realization of the power spectrum and phasedtes ¢ase of the first GRF
simulation (Sec{_341).

In the first simulation we enforce large scale phase coroeldiy introducing an “m-
preference” in the power distribution in the quadrupdle=f 2) and octupole { = 3).
We choose the “sectoral” spherical harmonic coefficigptto carry all the power of the
multipoles. In the second simulation we extend this modificaup to/ = 5. The GRF
signal simulations are rotated to a preferred frame prieiritroduction of the planar multi-
poles. The signal maps are then rotated back to the origiieitation so that the maximal
momentum axis was located @tb) = (260°, 60°) before adding noise.

As shown in Tabld—3]2 such anomalies have not been signifjceatected at tested
scales. Although itis expected and observed that conasglenifiltered maps (containing all
multipoles information mixed together) there will be aléitoverall impact on the statistics
we note a higher sensitivity would be obtained is a prefitteneSH space data were used.

3.5.4 Sensitivity to the large scale power anomalies

We give a special attention to testing the sensitivity ofrittethod for detecting and quantify-
ing the previously reported large scale anomaly in the paligtribution in the sky (Eriksen

etal., a{ﬂm. We create a simulated CMB maps whei@Nti signal is modulated

according to:

T(h) = Teup(d)(1+ M(h)) (3.3)
M(ﬁ) = A n-d -

max

wherei is a unit vector andV/ is a bipolar modulation field, oriented in directieh =
(225°, —27°) with amplitudeA,, .. € {0.114,0.2} which modulates the CMB component
up to the maximal multipole of;,. = 1024.

The result of the test with such modulated simulation is igiveTable[3.P (in section
“M”). As the amplitude of A = 0.114 has been previously claimed to be preferred for the
CMB data k.Er.iks.e.n.etJﬂLZQb?) we process five additiondl résolution V simulations,
modulated with this amplitude, to reduce a potential bidises a single draw of a random
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simulation, and report (Tab[eZ3.2 in sectio\f)”) the average rejection thresholds as a
function of the pixelization scheme.

We also process five additional modulated simulations, @ptlyahe modulation only
to the range of multipoleé < 40, leaving higher multipoles unmodulated, since the afore-
mentioned work operated at much lower resolution.

The test is able to reject the modulation of the CMB of the atioghé 4,924 = 0.114 at
a very high confidence leved4.9%) depending on the pixelization scheme. Note however,
that this model modulates all scales equally.

Although in principle, the modulation will change the urglarg power spectrum at
scales where it was applied, we estimate (Appefldix_A-1.d4) &my such effect for the
modulation of A;p24 = 0.114 still remains in greatly consistent with the non-modulated
simulations’ power spectrum, and hence the results giv@alie[3? do not result from the
underlying power spectrum discrepancies.

We are unable to reject the possibility of modulation witlstsamplitude applied only
to the large scaled (< 40). Such modulation is therefore consistent with the GRF field
or unnoticed by the test (TaHleB.2). However, accordindnéoktest-fitACDM model (as-
suming even a noiseless observation), the multipbles40 carry only abou24% of the
map’s power. The possible modulation signals at thesesoalst also be more difficult to
constrain as these are dominated by the cosmic variancetaintg

To investigate this further, we test simulations with orilg targe scales being modu-
lated according tod4y = 0.114 along direction(l, b) = (225°, —27°). We filter out these
scales up td,.x= 40 (using the Kp03 sky cut) in SH space and downgrade the map to
ns = 64, and process these using a new sehafti-maskof type: LB 1 2 - i.e. having only
two regions, each covering a hemisphere. We use 96rsudiitmasksvith orientations de-
fined by the centres of pixels of the northern hemisphereanitig ordering of the Healpix
pixelization scheme of resolutian, = 4. We prepare a set af000 modulated simulations
treated as data and us€00 independent GRF simulations to test the consistency with S
We split the GRF simulations into two setsil0 simulations each, to derive the covariance
matrix, and probe the underlying’ distributiorE We carry out the multi-region analysis
using 96multi-masks LBL 2, and record the values of minimal probabilities (per niaizhad
simulation) and the corresponding orientation of thati-mask The spatial distribution of
these orientations defines the accuracy to reconstructotinect intrinsic modulation field
orientation at these scales, under cut sky and negligibleuats (at these scales) of noise.

The result is plotted in Fig._3.6 (top-left). It is easily seat while the direction is
quite correctly found, the dispersion of the directionshiviteven50% CL contour (FigC31b
top-right) is quite large which precludes a very precisesdrination of the modulation
axis. We find, that statistically 8% (the probability corresponding to the peak value in the
bottom plot in Fig[Z3b) of Gaussian simulations, to whicheeenpare the modulated sim-
ulations treated as a data, exhibit a more unusual confignsabf hemispherical variance

5Note that with theLB 1 2 multi-maskshaving only two regions it is not necessary to process a \&gel
number of simulations to assess a good convergence.
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Fig 3.6: Histogram of the reconstructed modulation axigmgations as measured via the
minimal joint probability P(x2) (Eq.[A=2) in the set of 96.B 1 2 multi-masksrom 1000
modulated simulations (top-left) visualized using Healgiid of resolutionn, = 4. The
corresponding, reconstructéd% (dark blue),68% (light blue) and95% (light red) con-
fidence level contours obtained after smoothing the histogwith a Gaussian beam of
FWHM= 7° (top-right). The reconstructed distribution is normatizen a hemisphere. In
the bottom plot: the distribution of minimal log-probabiés (og P(xZ)) obtained from
1000 simulations modulated with amplitudey = 0.114 along with the value obtained
from the V map of the WMAP3 data.

distribution.

Consequently, we report this median rejection threshole- ai2%, as the statistical
sensitivity of the method for detecting the large scale ntettcn (i.e. in the filtered maps
modulated withA4, = 0.114). We consider this result - i.e. the low rejection confidence
level - to be penalized mostly by the cosmic variance uniteytand freedom of phases to
assume an arbitrary orientations with respect to the (unsstmcal) sky cut. Consequently,
we note that due to these uncertainties, it may be difficulidcease this rejection level for
scales of,,.x~ 40 and amplituded = 0.114.
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Table 3.2: Allimulti-masksanalysis results from tests of the simulated datasets. The
columns content is as follows: (1) pixelization scheme,4{2 probability of rejecting”

the consistency with GRF simulations (Séci._Al2.3) for eltDD. The abbreviations of
the datasets are: 1KE-: INC simulation with one NG spot @h& spots) leading to
KE< 0 andn = 1 (see text Seck_3.5 for details), 2KE-: INC simulation witred\NG spot
(three NG spots) leading to KE0 andn = 2 (see text SecE—3.5 for details), A2..3: INC
simulation with aligned multipoleg = 2 and/ = 3, A2..5: INC simulation with aligned
multipoles from¢ = 2 to ¢ = 5, M: INC dipole modulated simulation with dipole ampli-
tude of 4y,_... (M): V simulation with CMB signal fully (partially) modulatedcaording

to parameterd,, . . The average confidence thresholds are given. The valuesuarded

to integer percentiles in case of probabiliti€s99% CL. The saturated values are marked
with *.

Reg.sk.  Pi,[%]  Pg[%] P3i[%]  PE[%]
(1) @) ©) (4) (4)
n = 1: 1KE- (1KE-):
no significant detections (no significant detections)

n = 2: 2KE- (2KE-):

HP 2 42 (45) 82 (94) 58(75) 49 (80)

HP 4 43(69) 97 & 99.98) 31(66) 39 (62)

HP 8 8 (70) 99.8 (99.8) 5 (32) 23 (41)

LB328 28(58)  88(99.0) 29(72) 27 (53)

LB648 34(64) 69 (96) 20(60) 18 (34)

LB6416 18(69)  98(99.5) 10 (37) 28 (44)
A2..3 (A2..5):

no significant detections (no significant detections)

M: A1024 =0.114 (A1024 = 02)

HP 2 39(36) 94 (99.99) 42 (50)  32(35)
HP 4 43 (47)  99.6% 99.99%) 22(25)  31(32)
HP8 11(19)  99.96% 99.99%) 7 (8) 18 (20)

LB328 30(35)  97%99.99%)  20(22)  22(23)
LB648 34(38)  91%99.99%)  15(17) 14 (14)
LB6416 22(30)  99.4% 99.99%) 12(13) 23 (25)

<M>Z A1024 =0.114 (A40 = 0.114)

HP 2 58 (59) 99 (56) 52 (44) 54 (44)
HP 4 77 (56)  99.87 (57) 54(37) 50 (38)
HP 8 79(62)  99.97 (55) 64(29) 54 (52)
LB328 78(57) 99 (55) 54(38) 51 (47)
LB648 78(58) 97 (55) 59(38) 54 (43)

LB6416 76(61)  99.7 (54) 64(32) 55 (46)
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3.6 Application to WMAP three-year data

We now present the results of the statistics described ih B&kapplied to the three-year
and five-year WMAP data.

3.6.1 Individual region statistics

The individual region statistics as described in SEcCl. $1d fiumerous regions amongst
our many pixelization schemes, which deviate by more thataice|n, | in all MODs.
Table[3B gives an incomplete list of some of the strongesgtctiens. In Fig[E317 we plot
the detected regions ft, ;| = 3 in the individual region statistics of the INC data.

Note that with our approach the so-called “cold spot” is netedted aBo level from
being cold (i.e. via distribution of means) at all testecbheions (Tabld=313). It appears
at about~ 2.7¢ around galactic coordinatés b) = (211°, —57°). Excessively “cold” or
“hot” deviations in all MODs are detected in general withglawvalues of,,.

As expected the:, map of the means in Fi§—3.7 shows that the strongest deyiatin
regions are directly close to the galactic plane cut off By ip03 mask, thus hinting at
foreground residuals.

The variancer, map shows local strong anomalies with the extended varisungeres-
sion in the northern hemisphere towafds) = (67°,19°) and with an extended variance
excess towardd, b) = (199°, —55°). We note that these localized anomalies must, at least
in a part, make up for the hemispherical power asymmetry.

Skewness and kurtosis maps consistently indicate stracegy feviations from GRF
simulations towardsl, b) = (193°,—26°) and(l,b) = (356°, —36°). While some regions
appear in all three maps, some appear only in one of the meartterefore the correlation
between those results is not obvious.

Table 3.3: An incomplete list of strongest deviation diil@es from maps in Fig—3l7 at
Ing+n| = 3 inthe individual region analysis for means, variances, Gkarsorted in galactic
longitude ascending order. Notice that with our simulatieve directly probe the-3.70
PDF region without need for extrapolations.

mean variance skewness kurtosis
(I,b) Ny (I,b) Ny (I,b) Ny (I,b) Ny
157,-29 -3.07 63,28 -4.21 173,-73 -450 84,-31 -4.38
211,-57 -2.78 67,19 -4.21 193,-26 5.06 195,-27 5.20
241,42 -2.36 199,-55 4.13 209,8 -3.5@12,-55 -3.77
265,-21 3.81 319,-27 3.40 217,35 4.00 309,59 -3.25

318,-9 -3.69 225,-20 -3.60 312,-21 3.65
167,79 3.06 241,-52 -3.51 356,-36 4.25
311,-20 3.86

357,-35 4.15
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Fig 3.7: Results of the single-region analysis visualizethe composite:, maps of the
INC data, for each of the MODs. The thresholdrgf,, = 3 (as defined in Sedi_3.3.4)
is used. Mollweide projection and the galactic coordinates used. The origin of the
coordinate systertl, b) = (0, 0) is in center of the plots and the galactic longitude increase
leftwards. Regions around the Galactic plane are partialtyoved by the Kp03 sky mask.
The same convention is kept throughout the rest of this enapt

B W Taas
-1.9E-05 4.5E-06 2.7E-05 [K]

Fig 3.8: Results of the single region analysis. Residudémifice A = Vo2 — (Vo?))
scrambled map of the variance distribution in the INC magessed with 10@nulti-masks
of the HP 2 pixelization scheme. The well know, large scale hemispakepower distri-
bution asymmetry is clearly seen as is the distribution oédoound residuals along the
galactic cut.
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In order to investigate the spatial distribution of thishnig, regions, we plot in Fid_3l8
the A map, of differences between the variance distribution nmneakin each region of
multi-masksof the HP 2 pixelization scheme, and the simulations averaje= d;, =
\/072 — <\/:§>. The map is obtained by scrambling 100 difference maps froéndlfferent
multi-maskgas described in Sedt_3¥.4). This map can be seen as aalesidp for the
local variance. This residual map exhibits a well known powmmetry@l.,

7). The dipol¢ (= 1) component of this residual masked map (ignoring the
effect of the mask) is aligned along axisb) = (237°, —44°) with power excess in the
southern hemisphere. In order to probe this direction &urtfor each individuamulti-
maskwe also produced an, estimator maps and checked the orientation of the dipole
axis. Fig.[3P shows the PDFs obtained for the orientatiothefdipole asymmetry in
galactic longitude and latitude. Interestingly, we notitat the orientation of the axis of the
hemispherical power asymmetry has some scale dependenigen Mging smaller scales
with finer pixelization schemes, the orientation of the poagymmetry dipole shifts from
larger galactic latitudes (roughly from the position of tutd spot, with the mean PDF value
(1,b) = (218°,—43°) — see also Table—3.3) for tHéP 2 resolution to smaller latitudes
(I,b) = (206°,—18°) for the HP 8 pixelization scheme. The dependence of the power
asymmetry orientation in function of the pre-filtered in Sydse data have previously been
tested b)LI:I.a.ns_en_eLHL_(Z)b4a). While we will return to thegroasymmetry issue in the
next subsections, we note that the medians of the dipolaastrgbutions of other MODs are
not correlated with the dipole axis orientation of the vaca map (Figi_319) and generally
point at some other locations.

In the next section we quantify the statistical significaotéhese deviations.

3.6.2 Joint multi-region statistics

In Fig.[3I0 we plot a compilation of all joint “probabiliieof exceeding”, calculated with
all datasets considered (Q, V, W, and INC) in all 68Qlti-masks In order to visualize the
smallest probabilities logarithmic scale is used. Notéwesort these probabilities in each
MOD and dataset so as to ease visualization, so the poirftssaihe abscissa in different
MOD and data sets do not necessarily correspond to the sattiemask

Most of the results concentrate along the zero point of thit jog-probabilities, which
indicates a good consistency of the data with the simulatetrrelatively high CL. (The
white region in the Fig—310 encompasses CLs of upstp3c and4o regions are shaded
in red and yellow respectively).

It is important to note that within one pixelization scherhe tlispersion of probabilities
in the Fig.[3ID results only from the orientation of tnelti-mask As a result, the statis-
tical method involving many pixelization schemes help utwbthe unbiased results that
one could get relying only using a single pixelization sceeM/e also recall that for each
plotted point, the statistic was also calculatedJiQ{mPDF(Xa) = 1000 simulations in order
to probe the underlying PDFs. For each point the correspgnidill covariance matrix was
obtained fromN;y, ¢,y = 9000 simulations (as described in Appenfix’Al2.2).
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Fig 3.9: Orientation of the dipole component (galactic litude - left panel and galactic
latitude - right panel) of thel,, maps for the INC map processed individually with ldiP
pixelization schemes. Each color corresponds to a diffexesolution of the pixelization
scheme. While the longitudinal orientation of the dipolesioot vary with resolution, the
galactic latitude systematically shifts to lower galaddititudes as resolution increases.

We now focus on three distinctive sets of results, based®Rith[31D, and quantify the
deviations in more detail. We detail on a tentative excess & kurtosis before focusing
on the large scale power anomalies, and on unusually stripodedcontribution in the V
channel of the WMAP. Then, we comment on the results fronsteatried out with the
difference map datasets.

Localized Kurtosis excess

In Fig.[3I0 there is one36” detection in kurtosis irHP 4 pixelization scheme in the INC
dataset (bottom second from the left panel in Eig.13.10) -saltéound using one in00 of
multi-maskgrobing these scales. Here we discuss this particular psiattentative detec-
tion because although threulti-maskbins the data to create the most unlikely realization
of the kurtosis, it lies in the low-end tail of the whole speat of equivalent measurements
and hence its statistical impact cannot be large.

Table 3.4: Threer NG detections in K multi-region statistics of the INC daténgsmulti-
maskresulting in joint probabilityP(x3) < 0.0027 for the resolutionn, = 512 and
P(x2) < 0.005 for the resolutiom = 64. The (I,b) field gives the galactic coordinates to
the center of the region

resolution ¢, = 512) resolution o, = 64)
region Ny ng Npiz  Ng (Ib)
160 2750 3.48 37 1.38 181, 2
185 12610 3.21 199 3.26 199, -23
104 16125 3.52 250 3.27 355, -44

In Fig.[311a we plot, thresholded &@d4”, the n, map using only this particulanulti-
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Fig 3.10: Results of the “multi-region” analysis. Depencieif joint probabilities of ex-
ceeding P (x2). Eq.[A=1) as a function ofulti-masknumber for all pixelization schemes
considered. The probabilities calculated with the spedaga maps from channels Q, V,
W, INC are plotted in red, green, blue and black dots resgalgti Each dot corresponds
to the joint probability using onenulti-mask. From the left to the right, the panels show
results for increasing resolution of the pixelization soleg(see TablE=3.1) with 100 differ-
entmulti-masks (along abscissa) in each. From top to bottom the four rowsespond to
the four MODs - i.e. mean, variance, S and K respectivelyb&dities corresponding to
the WMAPS5S V5 data for pixelization schentdP 4 are plotted with green crosses)( 3o
and4o confidence levels are shaded in red and yellow respectiVélg.joint probabilities
were sorted in each dataset before plotting for better limatan; therefore the probabil-
ities from different datasets generally do not correspanthé samamulti-masknumbers
and do not directly correspond to the unique reference nusnised in the analysis. Hence
the most unlikely events are localized at the left side irhgaanel. Additionally we plot
the thin red line, which indicates the distribution of prbiities obtained from 100 GRF
simulations of the Q data, each of which was processed wih(different for each simu-
lation) multi-mask If the data follow the expectation of GRF then statisticaparture of
data from this line would manifest certain degree of cotietabetween probabilities ob-
tained with differenmulti-maskdor the same dataset (as discussed in $edt. 3.7). For better
visualization in rangen € [10,90] we plot only every 10'th sorted probability value.
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Fig 3.11: a) Kurtosis (thresholded 3#) n, estimator map from the multi-region analysis
of the INC data, inconsistent with GRF hypothesis at joirtyability > 99.73% CL. Only
one multimaskfulti-mask no. 53of the HP 4 pixelization scheme) is used for this map,
since only the one out aV, N, = 600 yields |[P(x2)| < P = 1 —0.9973. (See text
and Tabld=3M for more details). b) The spectral dependehite d&urtosis in the depicted
regions in the three WMAP frequency bands along with the tagthree sigma contours,
from 1000 simulations, and the simulations mean are aldteplo

mask The details of the three most strongly deviating regionthis map are given in Ta-
ble[3:3. In case of two othenulti-masksusing which the INC data yield a detection at con-
fidence levels of 99% and 98% in KB 64 8) and SKIP 8) respectively, the3o”-deviating
regions turn out to be similarly located (like those in [EidJ8). With these regions masked
out from the analysis a good consistency with the GRF siraulatis reached. Note that the
region 160 is rather small — mostly removed by the galactjccsk (see Fig—311a and Ta-
ble.[3:3 for precise coordinates and size) however maskimgsia comparable effect on the
joint probability increase as masking out the two other andtmlarger regions. The con-
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sistency of the INC data with GRF simulations increases f@ob8% (without removal) to
1.1% and 0.9% with regions 160 and 104+185 removed respéctindividual removal of
regions 185 and 104 only increases the level of consistepcy ©.5%. The simultaneous
removal of all three regions increases the consistency wg%o.

Dependence as a function omulti-mask  To further test the robustness of this detection
we have generated two othdP 4 pixelization scheme sets 6f,, = 100 multi-maskeach:
one by simply choosing the three rotation angles with theggetions given earlier, and
the other by focusing only on the region in the rotation aqgleameter space withi5°
around the original orientation of threulti-maskleading to the3o detection.

With the first set we obtained results yielding a joint prdtirabP(X?l) < 0.05 with 3
multi-maskswhile in the second we find that 25% wfulti-maskyield P(Xa) < 0.05, and
4% yield P(x2) < 0.01, with the strongest detectioR(xZ) = 0.0035, of which then,
map points to the same three regions as depicted il Elg. .3\WWeanote that the reported
regions (160 and 185) are located in directions towards lwthie strongest deviations in
the individual region statistics (Fig.—3.7) were found.

Dependence as a function of frequency and resolution In Fig.[3I1b we present the
spectral dependence of kurtosis in the regions depictedgniEIllda. While there is a
non-trivial spectral dependence in regions 160 and 18%) aiposite tilt — red and blue
respectively — there is almost no spectral dependence iorré§4.

We also check the dependence on the S/N ratio in the selestgahs. For this pur-
pose we downgrade all datasets and simulations to resolatic= 64, which effectively
increases the S/N ratio per pixel by a factor of 8. We redo thkisregion analysis lowering
the minimal region pixel number threshold downX§;, > 10 and find that the minimal
probability permulti-mask(P (xZ)) corresponds to a rejection thresholdd6f5% CL (Ta-
ble[33). As seen in TableZ3.4 the individual region respdostne resolution change is
strong only in case of region 160 while in the two other regiitiis rather small. The result
is robust under variations of region pixel number threstaoid the number of simulations
used to probe the underlying PDHsfs(mpDF(Xa) € {1000, 5000}). Masking-out regions
104 and 185 reduces the anomaly~td96% CL and as expected in this case, removal of
region 160 has basically no impact on this value.

Summary The non-trivial spectral dependence and close galacticepalignment in two

of the three selected regions (160 and 185) suggests peesésome residual foreground
anomalies. In case of the regions away from the galacticep(ad4 and 185) since the locall
oddity is insensitive to the S/N ratio change it is also uglljikthat an unknown instrumental
noise fluke generates them. While we will return to the oVestaitistical significance of

these findings in Sedi_3.®.3, we note that the positive KEhse® be inconsistent with

the extended foregrounds interpretation of these detegtiaccording to the results from
Sect[3b. Also th&o detection of the multi-region analysis appears only in t€ data,
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but is clearly weaker in other single band maps.

Given that this detection results from just one particataitti-maskand is selected from
the lower-tail end of a whole distribution of equivalent reeg@ments, it is inconclusive
as regards indicating whether this detection is not just kefluGiven that, we report in
particular region 160, whose removal leads the overalliogmce to drop belovdo CL, as
a tentative detection noting that more sophisticated Ististical analyses (see Sdcil 3.7)
could be invoked to back these results up or refute them.

Variance large scale distribution

In Sect[33.611 we analyzed the large scale power distribi®measured vimulti-masks
with regions of angular sizes ranging frainto 30° (Fig.[38 and Figd_3]9).

In this section we focus on the joint multi-region analysighe variance distribution.
The corresponding results are illustrated in the secondofdvig.[3I0. The data remain in
excellent consistency with the simulations.

In Sect[35M we found that the modulation amplitude (deftneEq[3B) ofd,, . 1024 =
0.114 would be rejected at- 99.9% CL, and we argued that the modulation parameter
Ay,.—10 = 0.114 would statistically be difficult to exclude at CL higher thé2%. Us-
ing our main set of thenulti-masks(Table[311) we fail to detect, in any of the data sets
tested, any statistically significant anomaly, such asdiened hemispherical power asym-
metry (depicted in Fig—318), as measured from the largeeseaiance distributions in the
multi-region analysis.

As an extension to that, we repeat the analysis performecean.[S5H for the low
resolution, filtered in SH space up £g..= 40, WMAP data, using the same setldB 1
2 multi-masksto test the variance distributions in the correspondirtgo@6 differently
oriented hemisphere pairs. We thereby extend the testddatbest possible scalesi&0°.

We merge the Kp03 sky mask with th& multi-maskdor the analysis of the WMAP3 data,
and KQ75 sky mask for analysis of the WMAPS5 data. The resulhemulti-region (here
only two region) analysis is plotted in Fig_3]13 for the V aldleft) and V5 data (right).
The minimal “probabilities of exceeding” found anein (P(x2)) ~ 3.3% (also marked in
Fig.[3:8 bottom) towardél, b) = (247.5°, —30°)l for the V data andnin (P(x2)) ~ 6.5%
towards(l, b) = (281.5°,—19°) for the V5 data.

These two results agree well with the previously estimd@kﬁ_en_et_dl.l_mjlﬂ) in-
trinsic modulation parameter valuké = 0.114 at scale¥,,,.x< 40, as they lie well within
“one-sigma” region of the distribution of log-likelihoodsbtained from 1000 simulations
modulated with the modulation o4y = 0.114. However we note that it will always be
difficult to reject such modulation at high confidence lewveltas also realized (to this or a
greater extent) on average+ins8% of GRF simulations (SeE_35.4).

Note that the distribution of the probabilities of the jamntilti-region analysis (Fig.-3:13)
has a very flat and extended maximum and, for example, themairjoint-probability in

"This and the following result is accurate to within the talete of about- +7° resulting from the low-
resolution search involving only 96 directions over a hgrhése in theHP 4 pixelization scheme.
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Fig 3.12: Results of the “multi-region” analysis with thedie-corrected V (V5) data. Joint
probabilities P (xZ) (Eq.[A=1) for 600multi-masks The probabilities calculated with the
spectral data maps from channels Q, V, W, INC are plotted weith green, blue and black
dots respectively. WMAPS5 V5 data are plotted with green seg+) inHP 4 only. The
V dataset original dipole has been replaced by the simuldifgale and removed in case of
V5 data. Each dot (cross) corresponds to the joint prolbglmfione multi-mask.From left
to the right, the panels show the results with increasinglugéien of pixelization schemes
(see Tabld—3]1) with 100 differemhulti-masks in each panel. Only the “mean” data is
shown since all other results remain almost unchanged. &erbvisualization in range
m € [10,90] we plot only every 10’'th sorted probability value.

WMAP3 V WMAPS V

___OEaes L T
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Fig 3.13: Results of the multi-region analysis, using tHe$86 LB 1 2 multi-masksof the
filtered in SH space up th,..= 40, low-resolution V data (left), and V5 data (right). The
color in each pixel encode the multi-region, joint “prodapiof exceeding” derived with
theLB 1 2 multi-maskrotated to the direction of the center of that pixel. Note thedf of
pixels in each map is redundant.

the V data in the reported direction is orty2% smaller from the probability correspond-
ing to the direction close to the galactic pole, which is fdyg0° away from the minimal
probability direction.

Analogous analysis, involving tHeB 1 2 multi-masksbut performed on the full reso-
lution unfiltered WMAP V5 data, results in larger minimabpebilities: min (P(x2)) ~
9.6% and the probability is minimized towardg b) = (225°, —78°).
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Residual dipole of the WMAP V channel.

In Fig.[3:I0 we see a deviation in the distributions of the mieahe V dataset (green dots)
and in V5 dataset (green crosses) for most ofrthdti-masks The fact that it is visible in
mostmulti-maskssuggests that the anomaly is not particularly sensitivééartulti-mask
orientation, and that it comes from large angular scalededd, as measured by the
values in individual regions of theulti-maskwith the lowest joint probabilities, no region
significantly deviates from simulations.

However, we find that the V data are fully consistent with tHeFSsimulations if we
remove the dipole from the data, which is roughly2 times larger than the one in our
simulation@. Actually the dipole values in the datasets as measured dynthitipoles
I = 1 on the Kp03 cut sky power spectrum arl(1K)?, 54(uK)?, 45(uK)? in Q, V,

W datasets respectively. The corresponding values in theARSAdata are:64(ukK)?,
54(pK)? in V5 and W5 maps respectively. The measurements of dipol@sitially dipole-
free maps, using a sky mask, introduce a bias due to poweadeakom other coupled
multipoles, leading to non-zero dipole amplitudes. Wheypakt-generated dipoles are
statistically accounted for, the result would yield9 0% (uK)?, 277304(38730%) (1K)?,
181304271584 (uK)? in the WMAP3 (WMAPS5) data at 95% CL, and hence is consistent
with vanishing intrinsic dipole (except for the V band chahn We note that the noise
component generates dipoles with amplitudes of ofder~ 0.01(uK)? which is about
three orders of magnitude less than the leakage effect. ¥#owkee 95% CL effect is not
sufficient to explain the strong anomalies detected in th@ral tests.

The anomaly is more visible in the difference of dipole anupoles between different
channels. The difference 6f-3(uK)? (at 95% CL) between channels V and W is excluded
using simulations at- 99.9% CL assuming that it is generated only by the power leakage
from the cut sky. The difference in the WMAP V5 data is evegdar11 + 3(uK)?.

As for the amplitude of the V band dipole again, it becomesyadous as one considers
not only the magnitude, but also its orientation. The dipgenerated due to power leakage
are strongly aligned within the galactic plane ([EIg_B. 1glpaesult of the shape of the Kp03
sky mask. While the Q and W dipoles measured on the cut sky@se from each other and
close to the galactic plane pointing(@tb) = (13°, —8°) and(l,b) = (7°,5°) respectively,
the dipole of the V band points &t b) = (350°, 30°) which is itself anomalous at 97%
CL. WMAPS data yield the dipole orientatigih, b) = (203°, 28°) (Fig.[313).

We note that all dipoles witth > 30° have much smaller (roughly by an order of
magnitude) amplitude than the one in the V band of the WMARckviwve believe is the
reason for strong detections in the regional statisticeezhiout in the previous sections.
When combining the alignment of the V band dipole with its magle, the hypothesis
that it's generated only via the power leakage can be exdladea very high CL since
out of 1300 simulations, and within the subset of 37 that hgemerated dipole aligned
at [b| > 30° the maximal generated power is of orlg(:K)? which makes even the CL

8During the final stage of this work this sort of anomaly waseipendently reported Im @008)
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Fig 3.14: Distribution of dipole orientations generate@ do Kp03 cut sky from 1467 full
sky simulations with vanishing initial dipole. The largeos the center (at the right-hand
side) of the plot, indicates the orientation of the WMAP3 (\WRB) V band dipole. The
color scale reflects the amplitudes of the leakage geneditetes.

estimation unfeasible, since this when compared t&#igK)? of the V datasetd5(uK)?
for V5), the simpley? test implies a rejection basically without doubt to a vergs@nable
limits.

By reducing the dipole amplitude to the level consistentwgitmulations, or alterna-
tively, by replacing it with our of our simulated dipolesgetidata become consistent with
our simulations ak 20 CL in the joint multi-region analysis (see FIg._3.12) and<at o
CL in all-multi-masksanalysis at all resolutions (see Tablgl 3.5 in the next s&ctiblote
that the presence of this dipole in the V band is of no cosmoédgonsequences since the
dipole is marginalized over for any cosmological analybig, may be important for other
low-¢ analyses.

3.6.3 All-multi-masks analysis

We now discuss the result of the afiulti-masksanalysis described in Se€i_A-P.3. The
corresponding results are presented in TRDIe 3.5. We sethéhdata are consistent with the
simulations atv 68% CL. The previously mentioned (in Selci._316.2) tentative déBction
in the INC data in kurtosis has indeed the largest probghifitrejecting across the scales
(61%) but it turns out to be statistically completely insignifita

The large scale variance distribution is found to be pésfeminsistent with the GRF
simulations.

We find a significant anomaly in the dipole component of the Wdoehannel (see also
Sec[3.6P) detected via distribution of means in both WMA$B8% CL) and WMAP5
(99.3% CL) data.
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Table 3.5: Results of the athulti-masksanalysis for the signal dominated (co-added) and
noise dominated (difference) maps. The columns conters f®lbows: (1) data set, (2)
pixelization scheme, (3..5) “probability of rejecting’eltonsistency with GRF simulations
(Sect[A-ZB) for each MOD. In case of V and V5 datasets, tlobatilities for the data
with corrected dipole component are given in brackets. Waddo integer percentiles for
probabilities< 99%. The saturated values are marked withWe abbreviate the results
consistent at given CL as: “no significant detections (CL)".

d Reg.sk. P .[%)] P[] Pfej [%0] Pfe(j [%]

rej

1 @ 3) 4) 4) 5)
INC ALL no significant detections6g%)
Q ALL no significant detections68%)

\Y HP 2 59 (20)
HP 4 99.8 (35)
HP 8 88 (16) no significant detection63%)
LB328  99.5(30)
LB648 94 (37)
LB64 16 86 (24)

V5 HP4 99.3 (15) no significant detectior&s¢0)
W  ALL no significant detections6g%)

Qv ALL > 99.9*

VW ALL > 99.9* no significant detection9§%)
QW ALL > 99.9*

All of the difference maps (see SeEf._316.5) show a very gtdepartures from fore-
grounds free, simulated, difference maps, most promineletiected in means distributions.

3.6.4 The “cold spot” context

A NG anomalous kurtosis excess of a wavelet convolutionfimiefits has been reported
(e.g.LQuz.eLalI.l_(Z)_(b?)) in the southern hemisphere, andfovasl to be associated with
the locally cold spot (CS) in the CMB fluctuations around gttacoordinateg,b) =
(209°, —57°). In that work the wavelet convolution scales ranging fren6.6° to ~ 13.2°

in diameter were used, with anomaly being maximized at saafle- 10° with a rejection
on grounds of Gaussianity assumption exceeding 99% CL. &s#me time the authors
note that the CS was not detected in the real space analyses.

The range of scales mentioned correspond roughly to thestasted by thélP 4
(~ 14.6°) andHP 8 (~ 7.3°) pixelization schemes (see. Tablel3.1).

In Fig.[3I% we plot the scrambled n-sigma map of kurtosimftbe single-region anal-
ysis, obtained fromi00 multi-masksof the HP 8 pixelization scheme, which most closely
corresponds to the scales, at which the CS was detected.eVtaidn of—3.60 in the “the
cold spot” direction, centered & b) = (209°, —53°) in Fig.[3I5 is clearly found along
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Fig 3.15: Kurtosis n-sigma map, thresholdechat;, = 3, combined from 100nulti-mask
of the HP 8 pixelization scheme. The “cold spot” is marked with “CS”.

with many other, locally significant, deviations. This peuwtar CS however is not found
at the same location in e.gdP 4 pixelization schemes or in skewness n-sigma maps, but
rather it is shifted towards smaller galactic longitudes.

As an extension to the tested scales, in this section we rugharésolution test using
pixelization scheméP 16 corresponding roughly to scalesof3.7° and the INC data.
We use 10 additionally generatetllti-masksn this resolution, and we perform the single
region, joint multi-region, and altaulti-masksstatistics. We also performed the same anal-
ysis using the filtered up t@,..= 40 is SH space, low resolutiom{ = 64) maps in which
the spot is clearly visible.

Although we find a locally negative KE and positive excursifmom expected distribu-
tions by> 30 around the CS direction in variance, we also find similar esions at several
other directions. The CS itself is well localized in the sabded n-sigma maps of means
with minimal value—2.9.

However, none of these detections (see also[Eld. 3.7) haléruie scrutiny of the
multi-region and alimulti-masksanalyses (Table_3.5), that find these local anomalies to be
statistically insignificant.

3.6.5 Differential maps tests

We discuss results of the QV, VW and QW difference maps tests ssmple cross-check
with the CMB signal dominated maps tests, and a rough estmaf the residual fore-
grounds amplitude. We limit the numbermilti-maskgo 10 and useVgj,, = 10* simula-
tions in single region analysis arMsimPDF(X%) =103 (Nsim(cp) =9+ 103) simulations in
joint multi-region analysis as before.

As shown in TablE3]5 the residual foregrounds are very glydi> 99.9% CL) detected
in all difference maps, due to anomalies in means distdbsti In particular the n-sigma
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and difference A = m — (m)) maps of means distributions in QV, most prominently
exhibit a dipole like structure oriented roughly @tb) = ( 260°, 60°) which is close to
the kinetic dipole direction (Fig—316a). The VW, map has a similar dipole structure,
but with opposite orientation, which however is absent im @W n, map. We find this
to be a consequence of the previously detected (Eecil ZBathalous dipole component
of the V band channel. Removing the dipole components fraendifierence maps, we
have redone the three stages of the analysis, and althoegtligble structure ceased to
dominate, we still find a very high( 99.9% CL) rejection probabilities for in means as
guoted in Tabl€3]5.

In Table[3® we present the amplitudes of the residual foregts as measured by the
variance of the\ difference maps of means distribution for different scakeprobed by our
pixelization schemes. These remain in a good consistentytiae limits given in Bennett
et al. la) for residual foregrounds contamination.

In Fig.[3I®(c-h) we show the, maps with distribution of the regions in the difference
maps outstanding from simulations at significance largan iz (i.e. we usen,, = 3).
Clearly, the close galactic plane regions are stronglyatiete We note that the the KQ75
sky mask partially removes the most affected regions aroumgl = (233°, —10°), (1,b) =
(259°,18°) and the previously-mentiongd, b) = (199°, —23°).

It is interesting to note that the largest scale negatiye< 0) anomalies seen iHP 2
(Fig.[3I®c-d) away from the galactic plane, can also bedadwby the foregrounds domi-
nating along the galactic plane (withy > 0) due to a very strong linearity of foregrounds
induced quadrupoles with strong maximums aligned alonggtiactic plane and conse-
quently strong minimums allocated close to the poles (Eig8l3). Such mechanism of
foregrounds-generated linearity of the quadrupoles ofitfierence maps will not work in
the foregrounds-free simulations, adding thereby to treenied large scale anomalies as
probed via the largest regions. This effect is considerabigller in the higher resolution
pixelization schemes.

In order to test the consistency of our noise simulation$ Wit noise of the WMAP
data, and the approximation the uncorrelated, white naiskta constrain limits of the
systematical uncertainties, we also performed analysig 312 and V12 difference maps
in HP 2 pixelization scheme. The details of this analysis is giveAppendix[A-3. Here,
we briefly report the result that the systematical effectasuesd, as before, by the standard
deviation of the differencé\ maps remains at levet 1.7uK at the scales corresponding
theHP 2 pixelization scheme i.e3 30°.
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a) A, (QV) with uncorrected’ = 1 b) VW: ¢ = 2
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Fig 3.16: Results of the single-region difference mapsyaml In panel a) the residuals
(A (QV) = m — (m)) for the difference QV data, uncorrected for the anomalousaid
dipole is plotted. In panel b) the quadrupole of the VW d#fece map and in panels c)
through h) for the threelP pixelization schemes, we plot the thresholdedmtn,, maps of
means distributions of the differential datasets QV (laft)l VW (right) with the anomalous
dipole component removed from the data. We make these maghsn@ps of higher MODSs)
publicly available ahttp://cosmo.torun.pl/"blew/SKregstat/
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Table 3.6: Residual foregrounds amplitudes in the crosstdéference maps. The columns
contain: (1) pixelization scheme, (2) approximate angsitze of the region as inferred from
number of regions, (3) approximate corresponding mukipuimber’ = 180/, (4..6)

- standard deviation of the difference maps outside KpO3sagk.

Reg.sk. Qg [deg] ¢ o(QV)[pK] o(VW) [uK]  o(QW) [1K]

@) (@) ®) (4) () (6)
HP 2 29.3 6 2.7 1.9 3.8
HP 4 146 12 3.0 3.0 4.7
LB328 127 14 3.9 3.5 5.1
LB 64 8 9.0 20 4.7 4.6 6.0

HP 8 7.3 25 4.9 4.9 6.2
LB 64 16 6.3 29 5.8 6.0 7.2

3.7 Discussion

3.7.1 Sensitivity, correlations and extensions

Although we have shown that the statistics is rather hedpiesobustly detect the NG sig-
nals considered (defined in SEC_35.2) via MODs higher thawariance, the statistics also
proved to be a sensitive and precise tool for statisticatdpy measurements via variance
and means. While we fail to detect the NG templates (indusiggals of rms~ 100K
within spots of~ 10° via skewness and kurtosis) in the multi-region NG analyes single
region analysis detects these as locally significapt %, 3). Instead such template can be
detected in the alinulti-masksanalysis at> 99.8% CL via variance.

In Eﬂksgnﬂdl.[(m_ha) a regional statistical analysis warformed using a set of
circular regions uniformly distributed across the sky. @ualysis is similar in spirit but uses
different statistics and a richer sets of regions, varyiotiln size and shape. This approach
has been validated by the fact that we have shown that thkingsstatistical signal can be
a sensitive function of the particular choice of regions.isTiB most prominently seen in
case of the reported dipole anomaly in the V band of the WMA®R ¢feig.[3ID), where it
is easily seen that depending on the choice of the pixelizaicheme (e.g. such as those
associated with the results at the right-hand side of thelmts in Fig[[3.ID) the obviously
strong anomaly can be overlooked.

Itis important to mention the correlations between variowdti-masks This correlation
occurs since, although tmeulti-masksample the data differently, in the end, the same data
are being sampled. The degree of redundancy is directlyemed to the number ohulti-
masksused in the analysis and the magnitude of the correlatioglased to the size of the
regions used in a pixelization scheme. To quantify this wee out a simple statistical
test only whose goal was to establish whether our test istitatly more sensitive to the
change of the tested data itself or to the change ohtbki-maskdor various resolutions
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parameter and MOD.

If the results from differenmulti-maskswere strongly correlated, then for a constant
number of DOF one would expect the variance of the resultssured over theseulti-
maskge.qg. x? values) to be much smaller than the variance computed wRitegfamulti-
maskbut varying dataset. On the other hand, if the variance ofékalts when changing
dataset was much smaller than the variance when changitigmask then the test would
not be very sensitive to particular features in the data,venainstable. To test this we
calculated theR statistic defined as follows:

R(r, MOD) . <Usim(X2(T7 MOD)/DOFeﬁ»m

~ (0,,(x2(r,MOD)/DOF )) (3.4)

sim
where() . denotes an average over simulations &hd denotes an average oveulti-
maskfor a given simulation, and wheil@OF.¢ = DOF(r, m) is the effective number of
degrees of freedom. Measuring tliisstatistic using our simulations, we find that the test is
approximately equally sensitive at all resolutions andafoMODs, and that eventually it is
little more sensitive to the change of the data under testtihéhe change of theulti-mask
giving R values around.2.

The approach with arbitrary shape of the regiomsilfi-mashk and their orientation is
quite flexible, and different shapes can possibly be usedifi@rent applications indepen-
dently of the enforced sky cuts. This allows for a thorouggt ¢ the multivariate nature of
this Gaussian field. One could also consider other statigtign the first MODs, as e.g. re-
gional Minkowski functionals. Another possible extensi®io apply a specific pre-filtering
of the data in the SH space in order to expose for the testrésatiominating at particular
scale. Such slicing of the data into subsets of maps acgptdisome chosen ranges of
multipoles could in principle significantly improve the sdivity. The multi-region full-
sky analysis though is restricted generally to the resmhstiup to which the full covariance
matrix analysis is feasible.

3.8 Conclusions

We introduce and perform a regional, real space test obstati isotropy and Gaussianity
of the WMAP CMB data, using a one-point statistics. We usetafeegions of varying
size and shape (which we catlulti-mask allowing for an original sampling of the data.
For each of the regions we analyze independently or simedtasly, the first four moments
of distribution of pixel temperatures (i.e. mean, varigretewness and kurtosis).

We assess the significance of our measurements in threeediffeteps. First we look
at each region independently. Then we consider a joint medjion analysis to take into
account the spatial correlations between different regi&imally we consider an “aliaulti-
masks analysis to assess the overall significance of the resbligirmed from different sky
pixelizations.
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We show that the results of such multi-region analyses glyotlepend on the way in
which the sky is partitioned into regions for the subsequtatistics and that our approach
offers a richer sampling of the underlying data content. S2ouently the alinulti-masks
analysis provides a more robust results, avoiding posbibles resulting from an analysis
constrained only to a single choice of pixelization scheme.

We find the three-year WMAP maps well consistent with theiséea] isotropic, Gaus-
sian Monte-Carlo simulations as probed by regions of amgig&s ranging fron6° to 30°
at68% confidence level.

We report a strong, anomalou# (8% CL) dipole “excess” in the V band of the three-
year WMAP data and also in the V band of the WMAP five-year d#a0o CL) (Sect(3ER).

We test the sensitivity of the method to detect particularBCodulation signals de-
fined via the scale dependent modulation amplitude pararfte, ) for the case of mod-
ulation extending up to maximal multipole number/gf,. = 40 and/,,.x = 1024. We are
able to reject the modulation of amplitude 4fys4 = 0.114 at > 99.9% CL and find that
Ao = 0.114 can be statistically excluded only at 92% CL (Sect[35H[3612). Given
the WMAP V band data, we find that the large-scale hemisphleagymmetry is not highly
statistically significant in the three-year data 97%) nor in the five-year data~( 93.5%)
at scaled < 40. Including a highet* multipoles only decreases the significance of hemi-
spherical variance distribution asymmetry.

We also test the sensitivity to detect a broad range of sm@tlig radius) locally in-
troduced NG signals, inducing non-vanishing kurtosis (andeneral skewness) of rms
amplitude~ 100pK and find that the method is able to detect these as locallyfisi@nt,
but the overall impact in the joint multi-region analysisiisnoticed by mean, skewness and
kurtosis, but is strongly detected (09.8% CL) by variance distributions. We conclude that
the NG foreground-like signals will be easier to detect gdotal variance measurements
rather than higher moments-of-distribution.

We also analyze our results in context of the significancéhef‘told spot” (CS), re-
ported as highly anomalous at scales corresponding i®° in diameter. While we no-
tice the cold spot region as having locally anomalous, meg&trtosis-excess and locally
increased variance (eg. FidsJ3 7 8.15), we do not find tdes&tions to be globally
statistically significant.

We easily detect the residual foregrounds in cross-barfiereifce maps at average rms
level < 7uK (at scales> 6°) and limit the systematical uncertainties$ol.7.K (at scales
2 30°) as a result of the analysis of same-frequency differencesmdhese levels are
consistent with the previously estimated limits.



Chapter |

Hemispherical power asymmetry:
parameter estimation from the
Wilkinson Micowave Aanisotropy
Probe cosmic microwave background
radiation five-year data

The material presented in this chapter has been accﬁfitﬁﬁcation in Journal of Cos-
mology and Astroparticle Physics and is also availab @).

4.1 Abstract

We reexamine the evidence of the hemispherical power asyitywnaetected in the CMB
WMAP data using a new method. We use a different data filterdmgl preprocessing ,
and a different statistical approach and an independeringeter estimation from those
previously used. At first, we analyze the hemisphericalavaré ratios and compare these
with simulated distributions. Secondly, working withing@piously-proposed CMB bipolar
modulation model, we constrain model parameters: the &ndliand the orientation of the
modulation field as a function of various multipole bins. &y we select three ranges
of multipoles leading to the most anomalous signals, and neegss corresponding 100
Gaussian, random field (GRF) simulations, treated as oasemal data, to further test
the statistical significance and robustness of the hemiggthgpower asymmetry. For our
analysis we use the Internally-Linearly-Coadded (ILC) iy map, and KQ75 cut-sky V
channel, foregrounds reduced map of the WMAP five year dafg. (We constrain the
modulation parameters using a generic maximum a postenietiod.

In particular, we find differences in hemispherical powestrifution, which when de-
scribed in terms of a model with bipolar modulation field, lexie the field amplitude value
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of the isotropic modeHd = 0 at confidence level of 99.5% ( ~ 99.4%) in the multipole
rangel € [7,19] (¢ € [7,79]) in the V5 data, and at the confidence level9.9% in the
multipole rangel € [7,39] in the ILC5 data, with the best fit (modal PDF) values in these
particular multipole ranges ot = 0.21 (A = 0.21) and A = 0.15 respectively.

However, we also point out that similar or larger significes¢in terms of rejecting the
isotropic model), and large best-fit modulation amplitudesobtained in GRF simulations
as well, which reduces the overall significance of the CMB @oasymmetry down to only
about94% (95%) in the V5 data, in the rangec [7,19] (¢ € [7,79]).

4.2 Introduction

The Gaussianity and the statistical isotropy of the fluabumat in the Cosmic Microwave
Backgrounds Radiation (CMBR) are two generic features ok standard cosmological
model and are compatible with the simplest inflationary ades. These predictions have
been extensively studied in number of works. An incomplesieincludes: m

):LKomatsu et all (2008): McEwen e ah_x}oéa\ vlawaall (2004) Wiaux et al,

( 7); Cabella
et al, : i 06a): 7); de Troia
et al. : . 6); Hajian &

Souradeep (20 ‘il) Samalatmo 8); Hanse i 1.L(2007b,a);
|Naselskv et éll.l(20<|)5{ Chian all (2bd3) Chen &Szzltdaﬂo_ﬁi)) aztafiaga etlal.

(2003); |Capi et al.|(200 51 (2008hramo et al. [(2006): de
OIiveira—Costa&Tegmark]_(_mbﬁr and & Mag uQ | 5),

athio 003b): _Friksen etlal. (2004a. 2007. 2008):d_ & Maaueiio (2005b); Park
ct o 1200k Seamii (o008 i o oo b s s oo a0y
ILPAAI M);MWUMOBMMH@%M references
therein. Within the theory of inflation the primordial fluetions are expected to form a
Gaussian Random Field (GRF) at the leading order in petiorb¢gheory. These statisti-
cal properties are imprinted in the CMB fluctuations, prawidan interesting window onto
the processes of the early Universe. Although the instraaheffects, like non-Gaussian,
and non-isotropic noise, or eccentric beams, and astragghyf®regrounds effects, like
Galactic, and extra-Galactic point sources, and extenoetas of emission are either well
controlled or corrected for, or masked out, a set of an ureegdeanomalies of various mag-
nitude and at various scales have been detected in the t@k&B data (Cruz et AIL_ZQb?
|B.emm_e1_a“_m_'}' ; ijb__ZQbina;_QQm_dt la].._ziadmnOﬁH_Ahtamo_eLbl
|20_03{5' iio Eri 00 | c; Covi
et al. @ ' I 08) (see Atk |62 AMO ; Ca-

bella & Marinucci M) for recent reviews and referende=é¢in). These anomalies call
for plausible theoretical explanations since, if robusiifected, these can be used as valu-
able observables of the physics of the early Universe, omawiadow on some of the late

time effects as weIL(.Lnau.&&ﬁIllI{._mbllz_ELLQerk_e{ Ial._ddﬁ.emul_&_tl.lp.QLLm_Bdel
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2008 Akofor et al.L 2007: Destri et al., 2008; Brown & Criftfen) 2005).

We re-investigate the well-known, hemispherical powermasgetry observed in the
CMB maps. We revisit the properties of the asymmetry, caisiparameters of the previ-
ously proposed bipolar modulation field mocl.eL(Q_oLd.o.n_amQ!lS) responsible for genera-
tion of the asymmetry, and we estimate the statistical B@gmce using a generic maximum
likelihood method, and realistic Monte-Carlo simulatio@ven that we introduce and uti-
lize a different method, from those previously used, angaaldifferent assumptions, while
relax some other, our results can serve as a separate crusstency and stability check.
We provide a through tests of the method so as to validaterdsepted results.

For the first time we estimate the parameters of the hemiggthenodulation for se-
lected ranges of multipoles. Finally, we assess the sigmifie of the hemispherical power
asymmetry via direct comparison to the GRF CMB simulations.

The main differences and extensions to the previous arebyse (i) we rely on the
local real-space measurements of the variance as an estifoathe power asymmetry,
(i) we do not assume any priors on the probability distiigutfunction (PDF) for any of
the modulation parameters, and explore the likelihood tfandn the full (albeit sparse)
parameter space and apply interpolation, (iii) we fullylime the effects of the cut-sky,
cross-multipoles power leakage and (iv) we analyze the pasgmmetry in the various
slices through the spherical harmonic space, pre-filtéhiaglata prior to the analysis, rather
than considering all scales scrambled together.

Since the full exploration of the parameter space is CPUresipe, our analysis is based
on a few assumptions that greatly simplify, and speed-up#nameter estimation process.
Using this different approach, while providing tests anstification for the assumptions
made, we give a new estimates on the significance of the hkarispl power asymmetry
anomaly.

We also discuss limitations of usage of the method with @gaithe extent to which
the assumptions of the method remain acceptably valid.

The organization of the chapter is as follows: In Section wWie3describe our datasets
and CMB simulations. In Sectiol 4.4 we present results offissits that measure the
hemispherical power ratios. In Secti@n14.5 we focus on tbpeties of the power modu-
lation model, our assumptions and tests of the assumptimasthen detail on our method
for modulation parameter estimation. In Section] 4.6 wegmethe results of various tests
of the method. Results of the application of the method ta¢héCMB data are presented
in section[4J7. Discussion and conclusions are given insetf.8 and 419 respectively.

4.3 Data and simulations

For the main analysis in the chapter we use the WMAP five-yaagfound reduced CMB
temperature map:t Ja.L__d008) from differentssleanblies (DA) V1 and V2,

because these spectral channels provide the best tradeta#dn foregrounds of differ-
ent spectral properties (i.e. the blue tilted galactic dmmission, and red-tilted galactic
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synchrotron and free-free emissions). We co-add thesenaisms (and corresponding
simulations) using the inverse noise pixel weighting sobeiVe will refer to these maps
as V5. We generate simulations using the fiducial best@itD M/ model power spectrum
ofID_uanIﬂLeLa]. kZJdS) (constructed using the mean liladith parameters) which we call
Cfid,

Also, for comparison purposes, we will use the five year sseaf the Internally-
Linearly-Coadded (ILC5) map and also for additional tekts Harmonic-Internal-Linear-
Combination (HILC5) mal I|E)8).

In Fig.[41] we plot the power spectra of the data sets thatbheilused in the power
modulation parameters estimation analysis. For the perpbthe analysis (to be explained
latter) we create a fitted power spectrum to the ILC5 data Inga@nating thé??d power
spectrum in the limit of low multipoles/( < 30), with the cubic spline fit to the piece-
wise averaged, full-sky power spectrum, reconstructenh filoe ILC5 data for multipoles
¢ > 30. We will call this fitted spectrun@}fit, We cut off the residual strong foregrounds
in the ILC5 map at thet350uK threshold; a level estimated from GRF foregrounds-free
simulations.

Note that in the analysis of the modulation parameter esttmave will focus only on
the large scale multipoleg K 80), where the differences in the power spectrum due to the
350uK chop of the residual galactic contamination remaining L5 data are completely
unimportant, and where the signal-to-noise (SNR) ratitdgisNR. > 102 (Fig.[Z1).

Throughout the chapter we will use the V5 data along with tigg/B sky mask unless
otherwise noted. For comparison purposes, the ILC5 and Bid&iasets are used without
any masks throughout of the cha;ﬁer

Although we realize that the usage of the unmasked ILC mapdezal to somewhat overestimated con-
straints on any power asymmetry signals due to residuagformds contamination, we include the analysis of
these maps in the full considered multipole rang&(80) mostly for comparison purposes.
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Figure 4.1: Power spectra of the data sets used in the asialy§e generate the GRF
simulations of the V5 data using the best fit minimeCDM model (green line) to the
reconstructed WMAPS data power spectrum (red line). Theesponding cut-sky pseudo
power spectrum from one of the V5 simulations and V5 noisegi@apectrum are plotted
in black (the top-black curve and the bottom-black curveeesvely). Simulations of the
ILC5 data are created using the fitted power spectf(ﬁr?ﬁt (light blue). The reconstructed
from the ILC5 data power spectrum is plotted using the dade lftop) line. The noise
power of the most noisy channel of the WMAP data (W) smoothitd Wvdegree (FWHM)
Gaussian beam is also plotted (dark-blue bottom) and usedtbeplace an upper limit
constraint on the amount of noise in the ILC data. The powectspm of the ILC5 data
chopped at temperature threshold36f);:K is also shown (pink line). In the parameter
estimation analysis we will use only the range of multipdles 80.

4.4 Hemispherical power ratio

We begin the analysis of the hemispherical power asymmstigomputing the following
statistics:

~ é )
R — maX(M)
NS,Zmax ﬁs O'S(n57émax)

) 4.1
. _ mln(M) -
NS,Emax fls Us(ns,fmax)

These are simply the maximak(s ¢,...) and the minimal €ys ¢,...) ratios of the hemi-
spherical standard deviations, found in the all sky seaveh directionsig, that define the
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orientation of two hemispheres. Theg andog values are the cut-sky (in case of V5 data)
or full-sky (in case of ILC5/HILC5 data) hemispherical sdand deviations of a map.

To define the grid of directionsif), we choose to use the first 96, ring-ordered di-
rections, defined by the pixel centres of the HEALPIX pixafian schemelmal.,

) of resolution parameter, = 4. The measurements are performed using V5, ILC5
and HILCS5 datasets within either, chosen ranges of multgadr as a function of a cumu-
lative maximal multipole numbet, ..

The results of this survey are summarized in Eigl 4.2

The hemispherical asymmetry in the filtered bins of mul@goseems to be localized
within the range of multipoleé,, < [8,15] in all of the dataset: V5, ILC5 and HILC5.

Note that the first point in every plot: i.e. the quadrupdle=(2), has the ratios always
equal unity, because only the quadrupole map is used innaimeasurements, and since
the single-multipole maps have a point (anty)symmetry, tdube properties of the spher-
ical harmonics, the variance is identical in the two hemgsph. In the range of multipoles
¢ € (2,30) we process the maps containing only two neighboring muégoeg. for the
¢ = 3 we use combined maps of multipolés= 2 and?¢ = 3; for £ = 4 we use combined
maps of multipoled = 3 and? = 4, and so on. For higher multipoleé £ 30) the bins are
larger, and are defined by the two neighboring plotted pamEsg.[42. In the case of the
cumulative plots (second and fourth row in Higl4.2) we usenaltipoles from¢ = 2 up to
max, @and due to the cumulative process, the curves on the rayid-kide plots, (showing
the statistics in the largédimit), do not exhibit much of details, since most of the map
power (variance) comes from the low multipoles. In the liofitarge multipoles, the multi-
pole range-filtered maps show much more details as they amvanvhelmed by the power
of the low multipoles. In particular, notice the strong,teysatical deviation away from the
simulation mean in case of the ILC5 and HILC5 data, startiridp wultipoles? 2> 150.
These are most likely caused by the extended foregroundsp@nt sources remaining in
the maps, since we do not apply any sky cuts with these dataovéfeplot the results for
the HILC5 data using the confidence level contours derivewh fihe ILC5 simulations, just
to compare them with the results obtained for the ILC5 data.

We also notice that in case of the multipole, range-filter&tdta, (top row in Fid.412)
some asymmetry is also seen in the rafge [29,40]. On the same plot it appears that
the “northern” hemisphere is anomalous due to the decreimgrawer as compared to the
simulations in multipole rangé,ssym € [8, 15].

For the case of the multipole, range-filtered results (finst #ird row in Fig[4P) we
derive the joint “probability of rejecting”, using a generultivariate calculus, and for the
V5 data we obtain result consistent with the simulations &% confidence level for both
the maximal hemispherical ratid(s (,...) and the minimal hemispherical ratien ¢
regardless of whether or not the off-diagonal terms of theadance matrix are included.
This result corresponds to the full range of multipoles up e 300.

max)

As a final note to this analysis we point out, that the low digance of the power
asymmetry, illustrated in Fig.4.2, may result from the féwt we analyzed the data in
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Figure 4.2:Hemispherical power asymmetry in filtered in the spherieahionic space, V5 data (top panel)
and in the ILC5 and HILC5 data (bottom panel). In the first rdve@ach panel we plot the maximaRfs ¢,,....)
(blue)/minimal {ns,e,...) (red) ratios of the standard deviations as a function ofittezed range of multipoles
defined by the twd values corresponding to any of the two neighboring plotteitits (see text for details).
In the second row of each panel we plot the ratios as a fundfidne cumulative maximal multipole number
Imax defining the considered range of filtered multipoléss [2, {max]. The red (dashed) line is the inverted
minimal (1/7Ns 6. = TSN,may) Fatio of the hemispherical standard deviations, plotea@spreciate the
power asymmetry by direct comparison with the blue lines.e §ray bands represent the 68%, 95% and
99% confidence level contours. The simulations’ mean isqdiotvith yellow solid line. The hemispherical
asymmetry mostly appears to be confined to the multipolegerénsym € [8,15] in V5, ILC5 and HILC5
dataset.
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a thin slices through the spherical harmonic space (eveoyniwltipoles) up to/ = 30.
Although the full covariance matrix analysis should in pipie, be stable to that, it's pos-
sible that other binning of the data may lead to somewhagifft result. In order to check
that we similarly estimated the joint “probability of rejewy” within the multipole range
lassym € [8,15] for the V5 data, but we found the data to be consistent withukitions at
confidence level as low &#%.

In the following we will constrain the properties of the hepiierical power asymmetry
in greater detail.

4.5 Modulation parameters estimation

In lEUks.en.e.t.dl.L(ZO_(b?) an approach for estimating the laipoiodulation parameters has
been concisely outlined, and implemented to obtain thetaings on the modulation pa-
rameters. In that work a Gaussian PDF proposal for all moalelmeters has been assumed,
except for the modulation orientation axis, for which a fletFPproposal has been used. As
will be shown, the exact shape of the likelihood function rhaye and important effect on
the overall significance of the power asymmetry anomalynscontrast to that work we
directly reconstruct the likelihood function using a grietimod.

Since the full parameter space operations are time congymia introduce few as-
sumptions that greatly simplify the parameter estimatiorcess. In the next section we
discuss them one by one and provide appropriate justifitatio

4.5.1 Bipolar modulation model parametrization

We generalize the parametrization of the CMB modulatiommféhe one defined in our
previous work @/Iﬁb), to account for a modulation tisagffective only within a

requested range of multipol€s,,i,, /max). A CMB observation?’(ii) of the GRF CMB

realization {oarp (1)) within a bipolar modulation model can be written as:

T(R) = B(f, i) * (TCMB(ﬁ’)(l + M@®)) + F(ﬁ’))w(ﬁ) +N@)w@)  (4.2)
where the modulation field/ (1) is defined as:

M(#) = Ay - (4.3)
wheren is a unit vector and/ is a bipolar modulation field, oriented along directidnwith
amplitudeAﬁZ:‘, which modulates the CMB component only within the specifetge of
multipoles betwee#,,;, and/,,,.x. TheF'(i1) andN (i1) denote the residual foregrounds and
the noise component respectively. TB&, it’) represents the real-space beam convolution
kernel of the instrument, or any other effective convolutibat has been applied to the data.
Thew(i) is the mask window function which can assume eithér masked pixels ot
for unmasked pixels. In case of the ILC5 data= 1. We will constrain the parameters

Ag"‘éx andm in different ranges of multipoles in order to investigate thodulation as a
function of scale.
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4.5.2 Assumptions

To facilitate the reconstruction of the multidimensiorikélihood function in the following
analysis we will rely on three assumptions. We assume th#t€inoise in our dataset in
the range of multipoles under consideration can be negleigthat the dataset maps are
foregrounds free, and (iii) that the residual systematdtcts of the modulation-induced
change to the underlying power spectrum of the CMB does mptifgiantly influences
the modulation parameter estimates. In the following sestwe will discuss each of the
assumptions in greater detail.

Signal to noise ratio

For the purpose of the analysis we assume that the noise @\idataset (or simulations)
has no significant impact on the CMB component modulatiommpeaters estimates. The
accuracy of this assumption is scale dependent. IMTEIY. é.Blet the signal to noise ratio
(SNR) as deduced from Fig—%.1.

We choose to work with the filtered data at scales below 80, where the signal-to-
noise ratio per single multipole is approximatedyv R ~ 102 (Fig.[3 thick lines). Note
that for the case of a real-space, variance measurementmap aomposed of a range of
multipoles, the SNR is larger due to the cumulative effea.(&3 thin lines).

Foregrounds

We rely on the foregrounds reduced data of the cleanest WMABBNel - V and a conser-
vative sky mask KQ75. As for the ILC5 data the residual gadaiciregrounds are clearly
seen in the map. We drastically reduce their amplitude byepstut at the level o£350K
(limit deduced from foregrounds free simulations). Of gauthis doesn’t remove the fore-
grounds but somewhat reduces their impact on the region@nee measurements. It
should be noted that due to the residual foregrounds, aotaigirecommended by the
WMAP team when analysing this map at scales 10 dl:lins.haMLeLdl.Lﬂld)?). We present
the results of the full sky ILC5 analysis for comparison msgs with the results obtained
using an extensively masked V5 data. The V5 data should lbeftiie more reliable in the
limit of large multipoles. However it will be interesting twmpare the results between the
two analyses both in the limits of low multipoles, where th€ Imap should be reliable,
and in the limit of large multipoles, where some residuakfwound contaminations are
present.

Modulation effects to the power spectrum

The modulation inevitably leads to a change in the undeglpower spectrum at all scales,
due to the multiplicative dipole component. Assuming a niatilon orientation along the
“z-axis” direction, the modulation field/ expressed by a spherical harmonic of degree 1
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Figure 4.3: An estimate of the signal-to-noise ratio (SNB) multipole in the pseudo-
power spectrum((VSlgnal /CRese) (thick lines) in the ILC5 (blue) and V5 (green) dataset and
the signal-to-noise ratio of the cumulative variance messents (thin lines) defined as:
SNR(() = Y25, (25 + 1)CTE™ /325, (25" + 1)C in the ILC5 (blue) and V5 (green)
dataset.

and order 0 is:M () = Aﬁ::a?Yo(n) Aém‘”‘ab1 cos(6 Ewhereab1 = 2,/%, and the
spherical harmonic expansion of the modulated map reads.

) =Y 'Y (i +2\f Af:jjzaé cos(0)Y;™ (1) (4.4)
lm

where the first term corresponds to the initial CMB comporsemt the second term corre-
sponds to the modulated component.
Using the recurrence formula for the associated Legendympmials

(€= m+ )PF (2) = (20 + VP (a) — (£ + m)P () (4.5)

it is straightforward to see that

f—m+1 l4+m

cos(0)Y," () = W%+1(ﬁ)+mn”ll(ﬁ) (4.6)

wherex = cos(f).
According to Eq[ZI6 the modulation leads to redistributidmpower of a given multi-
pole ¢ of the modulation component map on to the two neighboringtipules/ — 1 and
2\We use thtLAb.La.mmd.tZ_&ﬁ.Leduh_(_‘L‘bn) notation conventiom #eir phase definition of the spherical

harmonics throughout the chapter.
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¢+ 1 removing totally power from the multipolé Of course the power ifith multipole is
restored by redistribution of power of tliet- 1 and? — 1 multipoles. In general, the power
is redistributed not only within the same mode but also within then + 1 modes when
the modulation orientation is allowed to assume an arlyitoaientation.

It can also be shown that the modulated map has statisticadhg power than the cor-
responding non-modulated map. This is clearly seen in trduhated map power spectrum
(Fig.[Z3 top panel) as a systematic departure from thaimptwer spectrum, whose mag-
nitude depends on the modulation amplituf&fe“;j:. In our analysis we will account for this
systematical effect by a calibration of the map in the realcspby the standard deviation
(Fig.[24 middle panel). This approach does not elimindtesystematical effects, however
it reduces them to a sub-percent levels (Eigl 4.4 bottomIp&arehe modulations that are
cosmologically relevant.

We study these systematical effects using a sample of 1 00§kfulLC5 simulations,
which we modulate to various extent. Then we reconstructtleeage modulated power
spectra, and compare it to the average non-modulated p@eetra (FigCZK). Note that
e.g. for modulationsA < 0.6 the systematical effects of the modulation are smaller than
1% after a proper re-calibration of the map. In practice thgdamodulations will be much
stronger penalized due to the violation of the statistisairbpy, than due to the systematical
deviations from the initial, fiducial power spectrum. It is@aworth noting that the deviation
from the initial power spectrum in the case of smaller, andimmore relevant modulations
is negligible, after variance recalibration (green curnvethe bottom plot of Fig—Z14).

Since we will be working with selected, filtered ranges of tipoles (in order to in-
vestigate the modulation hypothesis as a function of saake)multipoles at the upper
and lower ends of that range will have their power signifigastippressed, due to the
modulation-induced power-leakage outside the chosererafgimprove the effectiveness
of the calibration process, for a given multipole range ¢ériest[¢;, (2] we will calibrate
the modulation-altered simulations, and the data by standeviations, calculated on the
non-modulated, filtered maps, without the outer-most rpolés: i.e. calculated within
range[/; + 1,4, — 1]. This improves the statistical consistency by severalgerto the
case when the calibration is done within the full consideredtipole rang€/;, ¢2]. This
procedure has been actually used for the results given iffEg

The bottom panel of the Fi§—4.4 suggests that the fiducialep@pectrum model used
by [Eriksen et 8l[(2007)¢moduated /cfid — 4(1/10)P with additional freedom allowed by
the tilt parameter in the reference power spectrum couldltres smaller residuals, how-
ever in principle, a possibly large running could also bedeeein order to account for the
residual, systematical discrepancies.

We also check that the same kind of relation (as depictedgriZ=d) with very similar
amplitude of the systematical effects is obtained for theeaaf data de-modulation (see.
sectioT4.51R).

We will test the accuracy of the method to reconstruct the utadthn parameters in
section[Zb.
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45.3 Method

Our method is based on measurements of variances in two iogpbemispheres, in a
sample of 3000 GRF V5 and ILC5 simulations and in the cornedpg data. We use 96
different directions in the northern hemisphere, that @efire axial-symmetry axis of the
two hemispherical regions. The directions are defined byitked centres of the HEALPIX
pixelization scheme with the resolution parameter= 4. In case of the analysis with V5
data the hemispherical regions are defined outside the KQrtask, and therefore the
number of available pixels in these regiomé. | may vary from one orientation to another.
In each regiork = [1, N,| (hereN, = 2) we measure:
2
e = % (4.7)

whereo? is the variance of the CMB withikth region andr? is the variance of the whole
map (outside the KQ75 sky mask in case of the V5 data). FordhefsV, regional mea-
surements we define the correspondjfgvalue as:

Ny
X =D (k= (™) Var(ri™) (4.8)

k=1
Note that given that we rely on the local variance measurésrieis justified, to the limits
to which CMB represents a GRF realization, and to the extewhich a cosmic covariance
is unimportant, that we neglect the off-diagonal terms i ¢bvariance matrix, and treat
the regional variance measurements as independent garialiiough we realize that the
. quantities defined in Eq._4.7 should in principle follow adfisr F-distribution, it is not
clear which distribution a sum given in Hg. 4.8 should foll@amd as such we reconstruct
the likelihood function using a generi¢ distributionﬁ.

We seek for the best fit between the data and GRF simulatiotesnms of the hemi-
spherical variance distributiors;, 7o) by de-modulating the data under assumptions given
in Sect[Z5P. This approach is therefore a non-standaed dire to the fact that generi-
cally it's the simulations that are being fit to the data, eatthan the data to simulations.
However within the approximations given in S€ci.4.5.% jpossible to reverse the process,
by demodulating data, while retaining a formal correctreass allowing thereby to avoid
a time-consuming processing of large number of simulationgsach cell of the parameter
space. Under no-noise and no-foregrounds assumptionsmmiteréhe the EqZ]2 as:

T@H) = B(ﬁ,ﬁ’)*(TCMB(ﬁ’)(lJrM(ﬁ’)))w(ﬁ) (4.9)

It is clear that apart from the beam smoothing effects, thenddulation of the observed

map7'(#) is simply a division by the factof1 + M (@’)). In order to account for the

beams, using few spherical harmonics transformations |SW& pre-process the V5 data
and simulations as follows:

3We will discuss and take into account possible consequesfaais approximation in sectidaz.t.3.
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1. downgrade the simulations/data to resolutign= 128

2. SHT analysis of the full sky V5 maps to obtaiif ; coefficients, and deconvolve
them with the average V channel beam transfer function

3. SHT synthesis usingy; e COEfficients to obtain a map including the first 128
multipoles (in order to account for the power leakage frofnséy in point(4)

4. apply KQ75 sky mask to remove the foregrounds in the dexteedt map (there are
no foregrounds in the simulations)

5. SHT analysis of the cut-sky deconvolved map to obtgity; | peam cutsky COEffi-
cients up to/,.x = 80

We store the final set af}"y5 |, cam cutsky COEffiCients to produce the beam free maps for
any requested range of multipoles. Note that the two beantkeo¥/1 and V2 WMAP
channels are practically identical, however we still agerbetween them to deconvolve the
ILC maps. In the limit of the highest, considered multipdies operation of deconvolution
has an impact of few percent, as compared with the convoleggepspectrum, as can be
inferred from the shape of the beam transfer function. Algtenthat since we operate
in the signal dominated regime there is no danger to artificidow up the high¢(~ 80)
multipoles.

De-smoothing by the V band beam transfer function, leadgptiwger increase dt= 80
by about10%. This can be easily estimated from the transfer functioelfitsince the
transmittance fof = 80 is about95%, which in the deconvolved power spectrum translates
onto an increase by a factor bf0.95% =~ 1.1

We remind that the noise in case of V5 is, of course, presetitarsimulations. The
approximation of “no noise” only means that we assume tleaggimates of the modulation
parameter, that modulates the pure CMB component, is nob @ltered by the fact that we
are actually deconvolving noisy observations, rather thpare CMB component, which in
general does not make sense unless the signal strongly d@withe noise.

In case of the ILC5 data we create an effective “beam” trarfsfection by dividing the
fit to the ILC5 power spectra (sde. .3 for details) by the figlusest fit AC DM model
power spectrunﬂDunklﬂLetJaL(Z(bOS) generated using thenrtikelihood parameters):
ie. bt = /CILCht /Cfid We divide the ILC5a}" coefficients { < 80) by this function
to match the ILC5 map power spectrum to the pure CMB compopener spectrum. We
will analyze this data with the 3000 GRF signal-only, fulySRMB simulations, generated
with the best fit fiducial power spectruafid.

As a result, such preprocessed data sets and simulaticaus fiegm the cut sky effects
which are identical in the two) are consistent with the fidijcbest fit, theoretical power

“4Actually for the data preparation process we only genehs &R} coefficients and then generate maps
for any requested range of multipoles
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spectrum, which we verify experimentally. We can rewrite BEq[4® as
Tnobeam(ﬂ) = TCMB(ﬁ) (1 + M(ﬁ))w(ﬁ) (410)

Based on our preprocessed dataset we assured that thednfieodulation parameter will
correspond to the modulation of the pure CMB component @eittent where the assump-
tions given in sectiof’4.3.2 are valid).

We seek for the best-fit modulation m&p + M (f1)) such that if the observations
(Thobeam (11)) are divided by it, the resulting map will yield the best astency with the
GRF simulations in terms of the statistics given in Eq] 4.8.

4.5.4 Parameter space

As was mentioned in the previous section, we use 96 diffed@rttions in the northern
sky, that define a set of orientations of thg regions (V, = 2 for hemispherical regions).
The set of regions uniformly covers the whole sphere. Thei@&iibns define our search
space, and the corresponding search parameter that wealvitl.c= {1..96}.

Additionally, we use 192 directions over the full sky, thafide the orientation of the
de-modulation axish = {1..192}. The directions are defined by the pixel centres of the
HEALPIX pixelization scheme of resolution parameter= 4. Those that are localized in
the northern hemisphere overlap with the directions defittie regions orientations. These
directions define our modulation orientation space.

In the most general case we probe the likelihood functiothflermodulation amplitudes
in rangeA;™> € [0.0,0.2] with stepA = 0.01, and in ranged;™> € [0.2,0.3] with step
A = 0.02, and in ranged;™>* € [0.3,0.5] with stepA = 0.05, and in ranged;"> ¢
[0.5,0.7] with stepA = 0.1. These values define our modulation amplitude space.

As will be shown in Sec{Z417 including the large modulatigds > 0.5) mostly ex-
plores completely unimportant regions of the likelihooadtion, which is why our grid
in this region is much sparser. In general however, the atmoiuthe possible hemispher-
ical variance asymmetry in the GRF simulations depends &m hbe underlying power
spectrum shape, and the selected range of multipoles.

Additionally we perform search in different bins of multlps (¢1in, #max). The range
of the multipoles tested is summarized in Tdble4.5.4.

According to the CMB WMAP5 best fikCDM modeIH our considered range of the
multipoles: i.e./ < 80 make up for only about 32% of the total power in this model (of
which cumulative variance we calibrate to unity at the matioomputed multipole number
Of £ = 2000: 0 (Cyyin, binax) = Spm5 = 0(20 + 1)CH/ 37720 (26 + 1)CH4). However it
was shown irdz/v b) that the modulation 4f~ 0.1 extending all the way up to
lmax = 1024 (at which aboub6% of the total CMB power is used) is excluded at a high
confidence level$ 99% CL).

Shttp:/llambda.gsfc.nasa.gov/data/map/dr3/dcp/paativemap lcdm sz lenswmaph.cl_v3.dat


http://lambda.gsfc.nasa.gov/data/map/dr3/dcp/params/c_l/wmap_lcdm_sz_lens_wmap5_cl_v3.dat
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Throughout the analysis we work on maps of the HEALPIX resatun s, which de-
pends on the considered range of multipoles so as to yieldathéition: ny > lyax /2.

455 Parameter estimation

For each direction from our search space (see seciio 4v&.4¢construct the likelihood
function for each of the the modulation parameters vatues( A, m) and for each consid-
ered multipole range. As a first step we a perform minimizatibthe likelihood over the
search parametdis, in order to select only the measurements that maximize adlssilple
variance distribution anomaly. We next derive the corresipgy marginal posterior distri-
butions using flat prior probabilitieH (0| M) = const. at each cell of our parameter space.
Therefore, the maximum likelihood inference will lead te tame results as the maximal
posterior results since according to the Bayes theorem:

P(OIM, T(#)) o L(T(7)| M, 0)II(]M) (4.11)

whereP(0| M, T(i1)) denotes the posterior distribution, addd|M, T'(i1)) denotes the
likelihood of the parametemwithin the hypothesized modgl defined in Eq[ZI3,.

For the estimates on the modulation amplitude, the maigalone-dimensional prob-
ability distribution is interpolated using cubic splingémolation, before computing the
expectancy value, modal value, and confidence ranges. Tiggnalkzation over the mod-
ulation directions is not performed directly on the grid esdbut rather on an interpolated,
on the surface of the sphere, for each value of the modulatioplitude independently,
posterior.

For the estimates on the modulation orientation, the maliged, two-dimensional
probability distribution is interpolated using two-dinsonal tension splines on sphere

, 7). The marginalization over the modulation laoge is not performed di-
rectly on the grid nodes, but rather on an interpolated, &mhemodulation orientation
independently, posterior. The interpolation is done usiroybic splines and a dense equi-
spaced grid. We also tested and compared the “interpofitiasing spherical harmonics
analysis, followed byFWHM = 14° (the approximate size of the search step) Gaussian
smoothing and synthesis up £Q.x = 30, and found that the results: i.e. the maximum
likelihood value orientations and confidence contours essonably similar, with those
where the fitted tension spline surface was used. The usag#iafinterpolations or spher-
ical harmonic approximations in principle can lead to datidns in the PDF that exceed
below zero value especially in the tails of the distributibomcase of one dimensional inter-
polations we circumvent this problem by replacing a cubieripolation with a piece-wise
linear interpolation. Although this step will break the tionity of the first derivative of the
PDF function, we mostly probe the likelihood function deesmugh so that these effects
are relatively small and unimportant. In case of two-diniemel interpolations we find that
the potential oscillations, if exist, are small and happandutside the considered confi-
dence levels. In particular such oscillations would leadrtdicial generation of multiple
isolated contours for a given CL which we generally do noteobs and consequently do
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not consider this to be a problem. The most affected arsifaicthe applied interpolation are
observed for cases where the most preferred modulationitaihgis vanishing or is close
to zero. In such cases, of course, there is no informatiom@miodulation orientation.

While deriving our results we choose to rely on dense twoedlisional interpolations
using tension splines on sphere rather than on, somewhitaaybspherical harmonics
analysis approach. Depending on the tension parametertérpolating surface approaches
the Delaunay triangulation (linear interpolation) sasutifor large values of the tension pa-
rameter, and cubic splines solution for zero-tension patamThe interpolated surface on
an equidistant (in galactic latitude and longitude) gridésse enough so that is could easily
be projected without holes onto an equal-pixel-area HEAL§d to ease the integration
over the sphere in pixel space.
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Figure 4.4: Top panel: Modulation induced systematical changes to the fiducial ggow
spectrum as inferred from the average power spectrum freemalg of 1 000 simulations.
The overall shift, approximately by a constant factor inmallltipoles is clearly seenThe
middle panel:Calibrated in real space, by the standard deviation, aeguager spectra of
the modulated mapsBottom panel:Residual, fractional systematical deviation from the
original (non-modulated) power spectrum.
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Conin\fmax 7 20 30 40 60 80
2 3~ 6(6.8)[21.2] 3~ 19(13.8)[43.1] 3~ 29 (16.9) [52.6] 3 ~ 39 (19.4)[60.4] 3 ~ 59 (23.8) [74.2] 3 ~ 79 (27.9)[87.2]
6 7~19(7.0)[21.9] 7~ 29(10.1)[31.4] 7~ 39 (12.6)[39.2] 7 ~ 59 (17.0)[53.0] 7 ~ 79 (21.1)[66.0]
19 20 ~ 29 (3.0)[9.5] 20 ~ 39 (5.6) [17.3] 20 ~ 59 (10.0) [31.1] 20 ~ 79 (14.1) [44.1]
29 30 ~ 39 (2.5)[7.8] 30 ~ 59 (6.9) [21.6] 30 ~ 79 (11.1) [34.6]
39 40 ~ 59 (4.4) [13.8] 40 ~ 79 (8.6) [26.8]
59 60 ~ 79 (4.2) [13.0]

Table 4.1: Summary of the tested multipole bins. Note thabquained in sectioh’4.3.2, in the actual analysis we disti@@ outermost multipoles of
the considered multipole ranges. For clarity, in each eedl,explicitly write down the filtered multipole ranges usethe numbers in round brackets
indicate the percentage of the variance within a considearde out of the total power in the best i€DM model, calculated as explained in the text.
The numbers given in square brackets indicate the percemtiagariance within a considered range of multipoles outheftbtal CMB signal variance
within the first 80 multipoles of the fiducial power spectrm‘fid.
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4.6 Tests of the method

To test the correctness of the code, and the sensitivity odpproach we use a GRF white
noise simulations. The choice of the white noise helps teegga a GRF simulation in
which the cosmic variance effects, leading to accidentagual hemispherical power dis-
tribution, are suppressed, by giving as much power to ligiedes, as to the loWmodes.
The magnitude of the low-modes dispersion is /N,/Ny; i.e is larger than in the high-
modes, whereV;c ;= 21 + 1 is the number of;j" coefficients at multipoleg, ¢’ re-
spectively, wher¢ > ¢'. Therefore equalizing power between different multipdiefps
to better control the experiment: i.e. correctly interpitet results of the tests with the
synthetic data given some input requested modulation peteam

In case of realistic GRF simulations based on the CMB powectspm, the hemispher-
ical power asymmetry allowed within the cosmic varianceauntainty, is much larger due
to the fact that the lowest multipoles (with the smallest bemof modes) make up for the
main part of the map’s total variance, while the highenultipoles, even though more nu-
merous, are strongly suppressed.

Full sky tests In the following tests there are no effects from any instraotaebeams,
nor cut skies. We generate a white noise realizations inugso n, = 64 and modu-
late them with modulation amplitude of = 0.1 and with modulation axish oriented at
(1,b) = (225°, —27°).

At first we test the correctness of the code by using an analypiroposal for the PDF
of the x? values. Since we operate on white noise, zero mean and uiginge GRF
simulations, its statistical properties are well knowrg ave therefore approximate thé
value of the E([_4]8 as:

X* =320k — (07))? /Var(o7) (4.12)

where

(o3) = %02, and Var(o?) = ma (4.13)
are the expectation value of the mean in the sample, and gextd variance of the vari-
ances in the sample of variates drawn from the GRF ﬂled_(_ls)eﬁnﬁaep_mdlll%h) The
o2 = 1 is the variance of the Gaussian PDF from which the GRF is drawd N}, is the
number of pixels irkth region.

We find that the statistics correctly reproduced the inireddulation amplitude and
orientation well within the “one-sigma” confidence leveligH43a) in all tested cases.
Also, the tests show that using the white noise simulatitmsmethod is able to reject the
hypothesis of statistical isotropy at a very high confidelevel (at>> 40 CL in this case).
The precision of the reconstructed, via interpolation, otation direction orientation is

surprisingly good £ 2°) given a poor resolution of the search:14° (Fig.[43)

2
Nk 4
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We also test the reconstruction of the modulation parametsing a set ot000 GRF
simulations from which we derive the averages and variaot#d®e regional variance real-
izations, and proceed according to equatfonk 4.Tand 4.8.fer 2. We notice an increase
in the peakedness of the PDF when the Monte-Carlo (“MC”") ptbestimates are used, as
compared to the theoretically (“TH”) derived estimates. ¥geculate that the difference
might come from the fact that we assumed the field varianagevako be unity. In prac-
tice, we will always rely on a sample 8600 MC simulations for estimates of local variance
distributions.

Note that the simulation 3 in Fif—4.5a, plotted as a pedtjidound in one of our tests,
traces the correct value of the injected modulatidn< 0.1) with an accuracy of about 5%.

Cut-sky tests and other subtleties We further test the stability of the method while vary-
ing the number of simulations used to probe the hemisphdragional) mean and variance
expectations. We check the dependence on the increase miiitiger of simulations from
1000 to 3000. We perform tests with the KQ75 sky cut, and &ssiivity of the method
using different number of regionsV, = {2,10}. The regions foN,, > 2 are defined as
an axial-symmetric patches, equally dividing galactiduate into a symmetrical about the
equator (before rotation) regions. In principle the inseshnumber of regions could poten-
tially have impact on the accuracy of the method. We use tleetefe number of degrees
of freedom equal to the number of unmasked regions, in ooddeitive the likelihood value.

The results of the tests are presented in Eigk-#.9Ve find that the use of the increased
number of simulations does not significantly influence thareges of the reconstructed
mode values, nor the shape of the marginalized PDF. Alsalear that the increase of the
number of regions, used in the statistics, broadens theinagimpd PDFs, making thereby
the statistic less sensitive.

Furthermore, we see that the accuracy of the method, in dase cut-sky maps, is
generally found at the level of few, up to several (in the waesse) percent of the level
of the injected modulation4 = 0.1), which is of the same order as the unknown, initial
(resulting from a random realization) modulaﬁtm‘ our white noise maps.

We note that the selected and presented “simulation 3” isobitiee worst cases found
in our tests, and as such, we give more attention to it in taeé tests summarized in
Fig.[Z3c where the reconstructed distribution exhibits bi-mogalit general however, the
simulations result in unimodal distributions, like thospitted in Fig[ZBb.

We find that generally, in the presence of the cut sky, the iiatida orientation is cor-
rectly reconstructed within 50% to 68% CL contours (Eigl, Begardless of the number
of regions used in the statistics (2 or 10) however in the inmase simulation (as in case
of the “simulation 3” with the two-region statistics) it isdnd as far as within the 95% CL

e refer to the initial unknown, accidentally unequal podistribution in a GRF white noise simulation as
a “modulation” since it's the modulation amplitude that weasure, but of course there’s no reason to believe
that any modulation effect, as defined in this chapter, existhe GRF simulations.
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contour.

We also checked the difference between different statistipproaches: i.e. between
maximizatioﬂ and marginalization over the modulation orientation. We fimat both - the
full sky and cut sky tests yield similar, or almost identicesults. We will show that the
situation will not be the same in case of the real CMB data oBXnulations due to the
effects we mentioned in the beginning of this section.

Finally we tested the statistical biases of the method uthgecut sky conditions (Fi§_25
(left) red lines) and found that, within the obtained accuracy,igwificant statistical bias is
noticed.

Summary We find that with our chosen search resolution, the methazéréhe correct
solution to within a few percent accuracy for the full sky m@@ments with respect to the
injected modulation amplitude value, and from few up to savgercent accuracyJ 18%)
for the cut sky case, with abo68% of the estimates yielding an accuracy better thar%
(Fig.[Z3f). In terms of the absolute errors of the recomséd value of the modulation
amplitude parameted, for the injected amplitude ot = 0.1 the errors are roughly an
order of magnitude smaller: 0.005 and~ 0.007 for the full and cut sky cases respectively.
In case of the larger number of regions the sensitivity oftle¢hod is worsened (eg. for the
case ofN,. = 10) and therefore in the following analysis we will only rely thre two-region
statistics.

As for the reconstructed modulation direction, we find thastly the correct direction
is reconstructed withir- 50% CL limits for the two regions statistics, and well withii0%
CL limit for 10 regions case for the cut sky and full sky cases.

It is important to note that even with the white-noise simioles the initial, unknown
modulation, resulting from random, and unequal distrioutdf power in the sky is at level
of A < 0.005, which is of the same order of magnitude as the accuracy wiéchbtain in
the full sky tests.

As for the reconstructed modulation orientation, mostey/¢hrrect direction is found to
be within the50% to 68% CL limits in case of the cut sky reconstructions, while theidgl
angular size of th60% and95% CL contours are- 20° and~ 35° respectively (Fig_4l5).
The full-sky reconstructions CL contours are slightly dieral Note that the modulation
direction is reconstructed via interpolation to within s/fdegrees accuracy for the full sky
case with the search resolution of abaut, which is surprisingly good. For the cut sky
case the accuracy is approximately at the level of sevegakés.

’In case of maximization over the modulation direction otaion, we have used the modal values, found
in the fitted, two-dimensional maps of the likelihood functj for each modulation amplitude. We found this
method to improve the smoothness of the resulting PDF, sinc@arameter search space is very sparse - only
192 directions over the entire sky.
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Full sky white-noise maps tests with initial modulatiofi:= 0.1 (I, b) = (225°, —27°)

a) marginalized modulation amplitude PDF: b) marginalizéelo, 68% and 95% CL modualtion orientation limits

—— sim 1: TH, mode={0.1, 0.104} mode: (I,b)=(224,-28)
—— sim 2: TH, mode={0.1, 0.0993}

—— sim 2: MC, mode={0.1, 0.0999}
—— sim 3: MC, mode=1{0.095, 0.0954}

marginalized probability

; > i i i i
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modulation amplitude (A)

Cut sky (KQ75) white-noise maps tests with initial modwatiA = 0.1 (I,b) = (225°, —27°)

¢) marginalized modulation amplitude PDF: d) marginalise&bo, 68% and 95% CL

modualtion orientation limits
mode: (1,b)=(218,-20)

— sim 3: 2 regs., TH, full sky, mode={0.095, 0.0972}

L —— sim 3: 2 reg., MC (1000 sim.)., full sky, mode={0.095, 0.0954}
—— sim 3: 2 reg., MC (1000 sim.), cut sky, mode={0.12, 0.1175}
—— sim 3: 10 reg., MC (1000 sim.), cut sky, mode={0.11, 0.1094}
——— sim 3: 10 reg., MC (3000 sim.), cut sky, mode={0.11, 0.1102}
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Two-region statistic tests with cut sky (KQ75) white-nomeaps
and with initial modulation:A = 0.1 (1,b) = (225°, —27°)

e) marginalized modulation amplitude PDF: f) statisticshef reconstructed ML modulation
amplitude values from 100 GRF simulations
—— <im 2 regs. MC(1000 sim.), cut sky, mode={0.09, 0.0902) o1 =
L] T i 2 oo MC 1000 sm. cot k. modec (0.105, 010581 ] =B
—— sim 4: 10 reg., MC (1000 sim.), cut sky, mode={0.085, 0.086} 0.1
L —— sim 5: 10 reg., MC (1000 sim.), cut sky, mode={0.095, 0.0932} i ——t /
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Figure 4.5: white noise maps tests of the accuracy of the method to reeehshe injected modulation
amplitude and its orientatiorfa) Constraints on the modulation amplitude, from three, chpfel sky, white-
noise, modulated maps. The three colors code three selotethtions. The dashed lines for each simulation
connect points at which the likelihood function was caltedia and the solid lines represent a cubic polynomial
(spline) interpolation, combined with a linear interp@atin the tails of the distribution so as to avoid the
oscillations into negative values. The abbreviations “Tfdi the black and the blue-spiky curves) and “MC”
(for the green and the broad-blue lines) in the legend ineliaspectively: the theoretically derived, and Monte-
Carlo probed values of the expected means and variances oégional (hemispherical) variances (Eq._#.13).
In the “MC” case a sample df000 simulations is used. The mode values of the probed and witegul PDFs
are also given.(b) Limits of the modulation orientation, from one of the modatd white noise, full sky,
GREF realization. The 50% (dark blue) , 68% (light blue) an#9&ed) confidence level ranges are plotted.
The small red dot indicates the location of ttie direction, and in the top of the plot the ML modulation
direction is given. We obtain similar results in all testeges.(c) As in panel(a) but for the KQ75 cut-sky,
modulated, white-noise maps tests. We focus here only apebaliar, “worst-case” — the “simulation 3”,
subject to different statistical approaches as indicateithé legend. For comparison, the “TH” PDF, and the
PDF for the full sky case for this simulation, are also rejgldt (d) Limits of the modulation orientation for
the sky cut “simulation 3", usingV,. = 10 region statistic. The details are as in pafi®l (e) Constraints on
the modulation amplitude, from two another (less-extrehaa t'simulation 3”) simulations, derived using the
two-region statistics (black curves), and the correspun@DFs for 10 regions statistics (red curve§) (left)
Reconstructed modulation PDF mode values versus expmttatiues from 100 cut-sky simulations, with 68%
CL error bars derived individually from each PDF indeperijemplotted with the corresponding histograms
((f) right). The CL ranges were integrated from the mode value. Theimed Indicate the mean value of the
scatter for each direction, and the shaded area encompassetandard deviation of the distribution.
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4.7 Results

4.7.1 Modulation amplitude

The marginalized over the modulation direction, probapdistributions (posteriors) of the
modulation amplitude parameter as derived from the WMAP W5 1&C5 data are plotted
in figured4b anB41 7 respectively for different ranges téiild multipoles (see tadle 4b.4).
We remind that only the analysis involving the V5 data wadgrared using the KQ75 sky
mask.

Table[Z2 summarizes the modal values of the distributiensasameter estimates and
the 68% and95% confidence level limits.

In Tablel4:B we concisely summarize the results of the maidalaignificance analysis:
ie. the analysis in which we derive the minimal confidencelgvat which the modulation
value of A = 0 cannot be excluded. We specify the expectancy values, maldessof
the distributions, and the corresponding significance. W&ose to calculate the confi-
dence intervals - or rather, since we're working on postgriobability distributions, in the
nomenclature of the Bayesian language, the credibilitgrirls, by integrating from the
modal value, rather than from the expectancy value.

To visualize these results, we plot the estimated modakgatdi the posterior distribu-
tions as a function of considerég,;, and /., values (FiglZ1B). For each multipole bin,
in Fig.[£3 we also indicate the minimal confidence level (Eaae[4.B) it takes to keep the
modulationA = 0 i.e. the non-modulated, isotropic model, as an viable aptio

Itis clear that the modulation amplitude depends on theiderssd multipole range and
hence on scale. Is is generally seen that large values ofdsiefib modulations mostly
come from the large scales, while for high multipole bins, tlest-fit modulations are much
smaller. As explained in secti@n#.6, within GRF realizasithis is somewhat expected due
to the nature of cosmic variance effects.

Looking at distributions in Fig§_4.6 ald#.7, it is apparéwit the modulation fof
[7,19] (and alsc? € [3,19]), in the V5 data, (blue curves (crosses) in IEigl 4.6) is sfesh
and most significant, as it takes the confidence level as hgh 89.5% to include the
A = 0 value (see.Table4.3 and HIg.}.8). The appearance of someratry in this range
also seems consistent with the results presented in S¢EH#HonThe range of multipoles
¢ € [20,29] of the V5 data does not seem to prefer any modulation valu¢ésasadal
value is almost zero, and consequently while increasingegbf/,, .., for {in = 7, the
overall significance falls, as this multipoles bin is inaddgl but then systematically increases
as larger multipoles are added, which is consistent withstiepe of the PDF functions
preferring some non-zero modulation for higher multipdleshbike ¢ € [30, 39].

The best-fit modulations fof € [20,39] and?¢ € [30,39] range fromA = 0.07 to
A = 0.10 and exclude the isotropic model, depending on the data,rdidemce level of
about96% to 99%, while the best-fit modulation fof € [7,39] in the ILC5 data, with the
modal amplitude ofA = 0.13, exclude the isotropic model, at confidence level as high as
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Figure 4.6: Constraints on modulation-amplitude pararseds a function of considered
multipole bin from the V5 data. From the bottom to the top wet plata with less filtering
of the large scale multipoles. For each PDF the correspgnelipectancy value is marked
by vertical dashed lines for bins e [3,6], ¢ € [3,19], ¢ € [3,29], and dash-dotted line
for bins¢ € [3,39], ¢ € [3,59] and?¢ € [3,79]. Within each group the increasing line
width corresponds to increasing valuelgf... Only every 100°th point of the interpolated,
marginalized PDF was plotted, so the data points do notgpored to the actual grid nodes.
We have truncated the plot at A=0.4 to maximally expose thstimteresting regions, while
keeping the same scale throughout all panels.
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Figure 4.7: Constraints on modulation-amplitude paramegea function of filtered multi-
pole bin from the ILC5 data. Details as in HIg.}4.6.

99.9%. We will further test the significance of these results irtised.7.3.

Note also that, some of the marginalized PDFs exhibit bi-alityd(eg. the PDF corre-
sponding to the multipole randec [3, 59] — magenta-lineY) in Fig.[Z8). This bi-modality
results from the marginalization itself, and is not obsdrivethe full non-marginalized dis-
tribution. Since the likelihood function does not dependhaorientation of the modulation
axis for the modulation amplitudd = 0, while it does depend on the modulation orienta-
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Figure 4.8: Results of the modulation amplitude paramedtemation from the V5 data (top
panel) and ILC5 data (bottom panel). Modal values of thegrastdistributions are plotted
for different bins of multipoles filtered out from the datas&he error bars represent the
confidence limits that include thé = 0 value. The corresponding confidence levels (given
in percents) are given as annotations by the data points.

tion very strongly for modulationsl > 0, the likelihood surface shall tend to be peaky for
large values of4, and flat forA ~ 0. As such, depending on how strong the preference of
some direction happens to be, it is possible to accumuldteeimarginalization process a
second peak (the second mode) out of somewhat less-pkfbuieconstant at certain level,
likelihood values alongl ~ 0 direction. As a result the aforementioned radige|[3, 59] of

V5 data yields a small significance in Tablgl4.3 (in terms @aing an isotropic model).
We have also processed the results by using maximizationtloeenodulation orientations
instead of marginalizations, and as expected, the maxéi#i2Fs are unimodal and more
strongly exclude the non-modulated, isotropic models, dw@v we choose the more con-
servative, and more correct method of marginalizing ovemibn plotted dimensions.

From Fig[Z4.38 it is easy to see that the modulation amplitisdien@tes are mostly simi-
lar between the two datasets, and that generally the amelitfithe modulation decreases
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with increasing multipole numbef in the two datasets. A common feature between the
two datasets is that for high multipole bifise [40,59], ¢ € [40,79] and? € [60, 79] the
best-fit modulation amplitudes are small or zero, despéettie amount of variance carried
by bin eg. ¢ € [40,79] is as high asv 27% of the total variance carried by the full range
of considered multipoles (i.e. froth= 3 to ¢ = 79, see.tabl€ZZH 4). The multipoles range
¢ € [29,40] instead participate to the total variance only-bg%, and consequently, the the
best-fit modulation of this range, estimated tode= 0.10 (A = 0.07) for the V5 (ILC5)
data, is effectively destroyed, as the higher multipolestaire included, most likely due to
simply dominating power in the added multipole bins.

There are few significant differences between the datasetgel. Firstly, we notice,
that the ILC5 estimates are generally slightly, but systerally larger from the V5 esti-
mates. Also, in particular, the full sky ILC5 posteriorsy faultipole bins? € [7,29] and
¢ € [20,29] strongly prefer some non-vanishing modulation amplitidesontrast to the
V5 data (compare cyan-diamonds in Hig.14.6 4.7). Thiglitees an almost constant
significance of excludingl = 0 as higher multipole bins are being included (see first three
rows of the Tabl€Z13 in section for ILC5 data).

It is interesting to note a small difference in range [3,6] (see tabl€4]3) in which
the ILCS5 slightly prefer a vanishing best-fit modulation. tBléhat among our considered
multipole bins, the ILC5 should be reliable basically onlighin this lowest range. In con-
trast, some non-zero preferred modulation is obtained thi#hv5 data, however the value
is still largely consistent with the vanishing modulatidicanfidence level as low as 58%.

Some differences between the datasets are of course expleet¢o the cut-sky effects,
which preclude filtering of exactly the same range of mulégadue to the power leakage
effects in case of V5 data. Also caution is needed in the pnégation of the ILC5 data
for higher multipole bins, as residual foregrounds in thggaes around the Galactic center,
may have some impact on the results. In particular, thesduasforegrounds might be
responsible for the significant alteration of the shape efRDF function in the multipole
bin ¢ € [20,29] (cyan-diamonds in figurds4.6 arid 14.7) towards an increagadisance
in favor of non-isotropic models.

4.7.2 Modulation orientation

We now focus on the modulation orientation as a function efatwwsen multipole bins, as
specified in table4.5.4. The maximum likelihood modulatiwientations are summarized
in table[Z%

The best-fit orientations found in the analysis depend irg#ron the considered range
of the multipoles. In particular, we see that the hemisglaéower asymmetry, as mea-
sured here by the modulation orientations, generally terghift from larger galactic lat-
itudes to the smaller galactic latitudes, as data of higheltipole bins are processed or
cumulatively added up a&,.x value increases. This was previously also notic Lew
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M) but using a different method. This effect seems tedam in the first and second
rows (as moving from the left to the right) for each of the datéable[Z%, or by compar-

ing vertically in columns the first three rows as the low npdtes are removed from the
analysis. This is also directly seen in the distributionstteld in Fig[4.P, where it can be
easily deduced in which bins the effects of small or vanigimmodulations can be ignored.
However we note that the effect is not present in every bid,aammost of order of few tens

of degrees, and therefore we refrain from making any fachieg speculations based on it.

While analyzing the distributions in Fi§. 4.9 note that, sbmf them that correspond
to very small or vanishing modal values of modulation amipks, have a very extended
confidence level contours that cover large fraction of theesp. These naturally result from
a very flat likelihood function, and therefore any inferemased on these cases is largely
speculative and irrelevant. This is however expected, usscéor a vanishing modulation
amplitude, there is no information on its orientation eithe

We note that it is possible there is some degree of correldt@ween the plots for a
given row, resulting from an cumulative effect of addinghltég multipole bins. The possible
changes to the resulting distribution will jointly depena the modulation amplitude and
orientation in the added bin, but also on the amount of vadazarried by the that bin as
specified in table4.5.4.

In table[43} we plot the directions, in galactic coordinatfsthe maximum posterior
values found in the modulation orientation analysis. Outwfosity we also provide the
angular separation of these directions from the ecliptigispole to check for any possible
extra alignments.

4.7.3 Modulation significance

In the previous section we have shown that, for some muéipahges, the reconstructed,
marginalized probability distribution function of the mddtion amplitude, excludes the
vanishing modulation valued(= 0) at a very high confidence level. It is important to ask
whether this result is really robust, and whether or not veeikhreject the standard isotropic
model of the Universe, at least, at some of the scales: i.esetltorresponding to the
distributions with the strongest modulation detectioms] #ne highest non-zero modulation
significances. In particular, at least three ranges are aft moncern:¢ < [7,19], and
¢ € [7,79] for which theA = 0 can be excluded &9.5% and99.4% CL respectively, using
the KQ75 sky-cut V5 data, and where the modulation parametez constrained to be
within rangeg(0.07)0.14 < 0.21 < 0.26(0.31) at68% (95%) CL and(0.02)0.05 < 0.08 <
0.11(0.13) at68% (95%) CL respectively. Also the aforementioned rarfge [7, 39], for
which theA = 0 can be excluded &9.9% CL using the full-sky ILC5 data, and where the
modulation parameter is constrained to be within rafig@6)0.10 < 0.13 < 0.17(0.20) at
68% (95%) CL.

What we have done in the previous sections, is that we hawveatstl the best-fit modu-
lation parameters (amplitude and orientation) with resfethe average from large amount
of GRF simulations. Using average from large number of sathorhs ensures that we com-
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pare the data to really isotropic distributions, as anyatemis from the statistical isotropy,
even those resulting from the cosmic variance, will be ayedaout. Although the measure-
ments also quantified the allowed magnitude of deviatiomftbe ideal isotropy, allowed
within the cosmic variance, via the standard deviation @th tests, there were number
of explicit, or implicit assumptions or simplifications nmedn the way, like for example
the usage of the? distributions, or neglecting the cosmic covariance effeot residual
foregrounds to name few.

In IEI M) we have performed the full covariance matnalgsis in two hemi-
spherical regions with the same search parameter spacdadedién Sectior’4.514. We
used 1000 GRF simulations (500 for covariance matrix estbomand 500 for probing the
PDF of the underlying? distribution) and another 1000 simulations, modulatedh\ain-
plitude of A = 0.114. The simulations were filtered up ,.x = 40. We found that on
average about% of the GRF simulations exhibited a more unusual power 8istions,
than those found in the modulated simulations. Here, athouve use the same density in
the search space, we have improved somewhat the methodragyamsboth interpolations.

In order to further test the robustness, and the significaridbe power asymmetry
anomalies, and circumvent all possible imperfections efrtiethod, in the following we
will pursue a similar test. We process 100 GRF simulationghefV5 data through our
parameter estimation pipeline, and compare the resultsthwt real data. Such approach
should always be an ultimate test of the robustness, as itgiuescorrect results indepen-
dently from the assumptions taken in the method.

We will focus on the aforementioned multipole birtse [7,19] and? € [7,79] of the
V5 data, and € [7, 39] of the ILC5 data. Within these ranges the power asymmetmynsee
to be very strong and very significant (see. tdbl¢ 4.3 andd&jdb and417).

In Fig.[ZTI0 we plot the results of the modulation paramestination for all tested
simulations along with the WMAP data. While it is clear thabshof the simulations do
not prefer any significant, if any, modulation amplitudeues, at least few simulations,
in our sample, yield modulations that are stronger in thesiclamed range of multipoles,
than those found in the data. Also, from the shape of the PE-agasy to infer that the
significance of rejecting! = 0 in these few cases will be even larger than in the case of the
selected, most anomalous results from the WMAP data.

We find that 7 out of 100 V5 simulations yield stronger besttibdal) modulation
amplitudes, and 6 of them also yield a more significant rejeadf the A = 0 parameter
value, than the V5 data in the rangec [7,19]. Similarly, for the range/ € [7,79] 5
simulations yield stronger and more significant best-fit oiation values.

Consequently, we conclude, that the significance, as adesimply from integrating
the PDF (as given in tab[e4.3) is not quite robust. In lighthafse results we estimate the
overall significance of possible modulation signals in thalgzed WMAP CMB maps at
the level of about- 94% to ~ 95% depending on the particular range of multipoles. This
remains greatly consistent with our previous results nepbnnlﬂf b) for the same
data.
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As for the ILC5 data we find that three simulations out of 10€ld/ia more significant
rejection of A = 0 hypothesis, and curiously, only one in those three alsalyialstronger
modulation within the multipole rangé € [7,39]. Therefore, the corresponding overall
significance of the power asymmetry, in this particular ipole range, is still as high as
about~ 99%. We note however, that since we did not use any sky maskssrcése, this
result can probably be safely considered as somewhat dwveaésd, as any residual galactic
foregrounds are likely only to increase the level of the reghérical power asymmetry,
rather decrease it.



Table 4.2: Constraints on the modulation amplitude paraniet the V5 and ILC5 data. The table contain the modal patam@lues and the correspond-

ing 68% and 95% (in brackets) confidence level limits.

Z[nin\élnax
2
6
19
29
39
59

Z[nin\élnax
2
6
19
29
39
59

7 20
(0.00)0.00< 0.11< 0.29 (0.55)  (0.01) 0.1 0.23< 0.29 (0.34)
(0.07) 0.14< 0.21< 0.26 (0.31)

7 20
(0.00) 0.00< 0.00< 0.26 (0.52)  (0.07) 0.16 0.28< 0.33 (0.41)
(0.01) 0.12< 0.22< 0.28 (0.31)

V5 data
30
(0.00) 0.0% 0.19< 0.24 (0.28)
(0.00) 0.06< 0.14 < 0.18 (0.20)
(0.00) 0.00< 0.01< 0.06 (0.12)

ILC5 data
30
(0.06) 0.14 0.23< 0.28 (0.33)
(0.04) 0.08 0.15< 0.20 (0.24)
(0.02) 0.06< 0.10< 0.13 (0.17)

40
(0.00) 0.05 0.16< 0.21 (0.25)
(0.00) 0.06& 0.13< 0.16 (0.18)
(0.01) 0.05 0.09< 0.12 (0.15)

(0.01) 0.06< 0.10< 0.14 (0.19)

40
(0.06) 0.1% 0.22< 0.26 (0.30)
(0.06) 0.1& 0.13< 0.17 (0.20)
(0.02) 0.05 0.07< 0.09 (0.12)

(0.00) 0.04< 0.07< 0.10 (0.12)

60
(0.00) 0.0& 0.00< 0.15 (0.20)
(0.01) 0.05 0.10< 0.12 (0.14)
(0.01) 0.0& 0.07 < 0.09 (0.11)
(0.00) 0.0& 0.05< 0.07 (0.09)

(0.00) 0.00< 0.02< 0.03 (0.07)

60
(0.03) 0.0% 0.17 < 0.20 (0.24)
(0.04) 0.0% 0.09< 0.12 (0.15)
(0.00) 0.02 0.04 < 0.06 (0.07)
(0.00) 0.0& 0.00< 0.03 (0.05)

(0.00) 0.01< 0.02< 0.03 (0.05)

80
(0.00) 0.06& 0.12< 0.15 (0.18)
(0.02) 0.05 0.08< 0.11 (0.13)
(0.02) 0.04 0.05< 0.07 (0.09)
(0.00) 0.0& 0.00< 0.04 (0.06)
(0.00) 0.0& 0.00< 0.03 (0.06)
(0.00) 0.01< 0.03< 0.05 (0.07)

80
(0.03) 0.08& 0.15< 0.18 (0.20)
(0.03) 0.05 0.08< 0.10 (0.12)
(0.01) 0.0 0.03< 0.04 (0.06)
(0.00) 0.0& 0.00< 0.02 (0.04)
(0.00) 0.0& 0.00< 0.02 (0.03)
(0.00) 0.00< 0.00< 0.03 (0.06)

S1INS3d L'y

T6



CHAPTER 4. HEMISPHERICAL POWER ASYMMETRY

92

Table 4.3: Results of the modulation amplitude parametiémation for the V5 and ILC5 dataset. The table contain thaimal confidence levels (in
percents) at which the parameter valuedof= 0 cannot be excluded (bold face numbers) and the expectameyyind brackets) and the modal (in square

brackets) values of the corresponding distributions. Sserig.[48.

Lrnin \lmax
2
6
19
29
39
59

Lrnin \lmax
2
6
19
29
39
59

7

20

57.5(0.23) [0.11] 96.1(0.20) [0.23]

.
0.4(0.20) [0.00]

99.5(0.19) [0.21]

20
99.1(0.24) [0.28]
96.6(0.19) [0.22]

V5 data

30
90.9(0.15) [0.19]
90.2(0.11) [0.14]
25.8(0.05) [0.01]

ILC5 data

30
99.1(0.20) [0.23]
99.2(0.14) [0.15]
97.9(0.09) [0.10]

40
88.7(0.13) [0.16]
94.5(0.11) [0.13]
96.8(0.08) [0.09]
97.1(0.10) [0.10]

40
99.3(0.19) [0.22]
99.9(0.13) [0.13]
99.2(0.07) [0.07]
95.7(0.07) [0.07]

60
4.6(0.10) [0.00]
97.0(0.08) [0.10]
97.2(0.06) [0.07]
86.0(0.05) [0.05]
61.1(0.03) [0.02]

60
98.7(0.14) [0.17]
99.7(0.09) [0.09]
95.6(0.04) [0.04]
0.4(0.02) [0.00]
78.1(0.02) [0.02]

80
86.4(0.09) [0.12]
99.4(0.08) [0.08]
99.7(0.05) [0.05]
0.2(0.03) [0.00]
0.3(0.02) [0.00]
88.8(0.04) [0.03]

80
98.8(0.12) [0.15]
99.6(0.08) [0.08]
98.7(0.03) [0.03]
0.4(0.02) [0.00]
0.5(0.01) [0.00]
0.2(0.03) [0.00]
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V5 data
Emin =2
Pnax = 7 lmax = 20 lnax = 30 lmax = 40

ML (1,b)=(281.-20) ML: (1Lb)=(233,-54) ML (Lb)=(234,-46)
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liax = 80
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ML: (1.b)=(225,-47)
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ILC5 data
emin =2
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JepmR— D

ML: (1,b)=(226,-56)
y5oN

Emin =19

Figure 4.9: Constraints on the modulation orientation ftbmV5 and ILC5 data. For each
considered multipole bin we plot the confidence regionsesmonding to th60% (green),
68% (yellow), and95% (red) confidence levels, based on the interpolated map®gfdk-
terior distributions. In each map the maximum likelihoogotation and the corresponding
dipole plane are indicated using a light blue dot and lin@eegvely. Additionally, for
comparison, the ecliptic south pole and ecliptic plane dotqu in dark blue. In the top
of each panel we give the galactic coordinates of the maxiriketihood solution. The
arrangement of the panels is consistent with the cells ilesEh5#[ 24P, arld4.3.
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V5 data:/ € [7,19]
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Figure 4.10: On the left-hand side panels we plot a comparfothe reconstructed,
marginalized distributions of the modulation amplitudesni 100 simulations of the
WMAP V5 data (top and middle panels) and WMAP ILC5 data (bottpanel). The
WMAP data are plotted using red, thick lines (triangles). lyOsvery 100th point of the
interpolated, marginalized PDF is plotted. On the rightchaide panels we plot the corre-
sponding histograms of the expectancy values and modatvalerived from these distri-
butions. The WMAP data values are marked with vertical linEse plotted ranges yield
the strongest, and most significant, plausible hemispdleaitomalies in the data as inferred
from the analysis in sectidn 4.Y.1.



Table 4.4: Results of the modulation orientation parametgmation for the V5 and ILC5 data. The table contains tha&aia coordinates of the maximum

posterior modulation orientation and (in square brackétsyelative angular distance to the south ecliptic polg, &) = (276.4°, —29.8°).

Linin \lmax
2
6
19
29
39
59

Linin \lmax
2
6
19
29
39
59

7 20
(281°,-20°), [11°]  (233°, —54°), [39°]
(278°, —68°), [38°]

7 20
(205°, —67°), [56°]  (226°, —53°), [43°]
(281°, —57°), [27°]

V5 data
30
(234°, —46°), [37°]
(242°,—55°), [35°]
(187°,2°), [90°]

ILC5 data
30
(224°, —56°), [45°]
(264°, —48°), [21°]
(236°,19°), [62°]

40
(225°, —47°), [43°]
(213°, —42°), [52°]
(205°, —8°), [70°]
(168°, —19°), [96°]

40
(225°, —55°), [44°]
(256°, —43°), [21°]
(231°, —6°), [49°]
(191°, —18°), [77°]

60

(220°, —42°), [46°]

(225°, —35°), [43°]
(213°,0°), [67°]
(193°,1°), [85°]
(202°,8°), [81°]

60
(226°, —56°), [44°]
(257°, —42°), [20°]
(241°,2°), [46°]
(225°,1°), [58°]
(311°, —34°), [30°]

80
(223°, —34°), [45°]
(224°, —31°), [45°]
(217°,1°), [64°]
(212°, —2°), [67°]
(236°,1°), [49°]
(265°,12°), [43°]

80
(226°, —53°), [43°]
(258°, —42°), [19°]
(241°, —5°), [42°]
(225°, —15°), [49°]
(263°, —18°), [17°]
)

(220°, —47°), [46°]
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4.8 Discussion

The results outlined in sectiohs}.7 indicate that differanltipole ranges yield a different
best fit modulation value, and that the modulation orieatatlso slightly varies from one
multipole range to another.

In particular, the best-fit modulation orientation deperaewhen higher multipole bins
are included cumulatively is not as strong, as when the addétipole bins are considered
individually. Generally, we notice that within the best-itientations, that also yield a
large modulation valuesA( = 0.1) the high# multipole bins prefer a close galactic plane
orientation, while the lows multipole bins rather prefer orientations with larger géta
latitudes.

The analysis of the modulation amplitude within few multgdins yielded a large,
best-fit modulation amplitudes, that seem to significargjgct the isotropic Universe model
(with A = 0). However as much as few in one hundred GRF simulationsepsaa as data,
also yielded a similar or larger modulation values, and aelsduded thed = 0 hypothesis
at yet even higher confidence levels, than in the case of theatéb This effectively reduces
the overall significance at which the isotropic model of thavdrse can be rejected, down
to only about94% or ~ 95% using the V5 data in the rangee [7,19], and? € [7,79]
respectively.

We therefore pursued the analysis of the modulation signasstwo partially com-
plementary ways. While the first approach addresses theigues “how large and how
significant is the best-fit modulation of the ddtathe second approach quantifielsotv
consistent is the best fit-modulation as compared with thE &Rulation expectations?
The second approach should be more robust since it is freeyppassibly inaccurate, as-
sumptions that could result in underestimation of the sfzbeerrors in the statistic, and in
the result lead to spurious detections. These problemdfetiecly eliminated in a direct
comparison with the GRF simulations.

Curiously the ILC5 data in the multipole range [7, 39] still seem to be anomalous at
a high CL of aboub9%; level almost as high as quoted ln_(.ELiks_euAd.aL_IZOW). elav
contrary to that work, we have not applied any sky masks ®dhta, and therefore these
results, given here only for comparison purposes with thed&ia, should still be treated
with caution.

It would be interesting to perform similar analysis using thC5 data but with included
sky cut, and to check the dependence of the analysis whygéngathe sky cuts from less to
more aggressive. Also, it could be interesting to checkdhestness and the significance in
other multipole ranges than those two, tested in seffiold 4l principle, it would also be
interesting to include other available renditions of th€linaps, to see the stability of the
modulation to different foregrounds cleaning pipelinese Wéfer these issues for possible
future work.
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4.9 Conclusions

We performed tests of the hemispherical power asymmetnydanthe CMB WMAP data
for different bins of multipoles in two ways.

At first, we introduced a statistics that searches for thenvation of two opposing,
hemispherical regions that maximize or minimize the hehmesigal variance ratio, and
compared these with the expectations from the GRF simuakatidvVe found that the max-
imal asymmetry revealed this way is found within a multipcd@ge? € [8, 15], with the
southern hemisphere having larger variance than the mortiemisphere. When these
results are compared to the GRF simulations, the northemispdere appears to be sup-
pressed below the average expectation.

Secondly, we have introduced and tested a new method forumegshe power asym-
metry in the CMB data, as quantified within a bipolar modaiatmodel MLI.,
). For the first time we constrained the modulation patars as a function of various
multipole bins. For each multipole range, we obtained thestraints on the the modulation
amplitude and orientation. Based on the analyzed, up to thémal multipole/,,,, = 80,
datasets i.e. the WMAP five-year inverse noise co-added,3<€py cut map from the V
channel (V5), and the five-year, full-sky, foregrounds ¢&.& map (ILC5) we found that:
(i) generally the modulation amplitude decays as highertipule bins are cumulatively
added or independently analyzed,
(ii) the best fit modulation amplitude is small < 0.03 and insignificant for multipoles
beyond/ ~ 40
(iii) the most anomalous signals in terms of the modulatiorpktude and its significance
come from multipole rangé € [7, 19], and/ € [7,39] in the V5 and ILC5 data respectively.
For these ranges the significances of rejecting the isatmpsmological model arg9.5%
and99.9% respectively and the constraints on the best fit, (PDF madatjulation values
are: (0.07)0.14 < 0.21 < 0.26(0.031) and(0.06)0.10 < 0.13 < 0.17(0.20) at68% (95%)
CL respectively.

Focusing on the two selected multipole ranges we performeatiditional tests of the
significance using GRF simulations processed as data, and fhat similar or stronger and
more significant (in terms of rejecting the isotropic modet)dulation values are obtained
in 6 (1) cases in 100 simulations, which decreases the dwwgaificance of the power
asymmetry in the CMB down to 94% (99%) in V5 (ILC5) data regjpety. To complement
the results in the limit of high multipoles as well, we addlitally tested the rangec [7, 79
of the V5 data that also yields a strong and significant (99.dést-fit modulation value -
(0.02)0.05 < 0.08 < 0.11(0.13) at68% (95%) CL - but when this result was compared
with the GRF simulations the effective significance is aghanreased down to about 95%.

Although the significance in case of the ILC5 data is stilhesthigh, we warn that
the results in this case were obtained without any sky cud, tharefore the asymmetry
significance can be overestimated due to residual foregsoun

Finally we note that a further analysis of the significancéeinms of comparison with
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GRF simulations of other multipole ranges would be inténgstas well as analysis of the
power asymmetry in the ILC data as a function of different slis.



Chapter

Gaussianity tests using Minkowski
functionals: a high significance, large
scale non-Gaussianity detection in the
WMAP CMB data.

In this chapter we focus on Gaussianity tests, optimizedséarching the residual fore-
ground contamination in the CMBR WMAP data. The presentadltg are part of the
publication currently being in preparation.

5.1 Abstract

We perform a cut-sky Gaussianity analysis of the WMAP fivarydoreground reduced
CMBR data using Minkowski functionals. By applying a barabkg filters in the spherical
harmonic space, we analyze the maps exclusively in seléatsdf multipoles. This effec-
tively helps to test particular scales, which otherwisgegian unequal power distribution
across the multipole scale, are dominated by strong sidraais outside the bin. This way
we complement the previous works, which utilized averagihdifferent scales by either:
degrading the map resolution, or by applying “ldivpass Gaussian filters.

We find the data inconsistent with Gaussian random field sitiauls (GRF) at con-
fidence level at leas?9.5%, due anomalous, negatively skewed temperature diswitouti
covering large areas of the sky, in the multipole radge (32,128]. We further test the
robustness of these results in a few additional consistenegks. In particular, we find the
anomaly to be associated with a small, but realized by a langeber of pixels, excess of
positive temperature pixels over the negative ones, andnaetat this effect is decreasing
for larger galactic latitudes, and is vanishing when moggessive galactic plane masks are
applied, which hints on small, but extended over a large, aes&gdual foregrounds. Finally,
we note that the anomaly would have been missed if the asalygilved only smoothed
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or downgraded in resolution maps.

5.2 Introduction

Measuring levels of the primordial non-Gaussianity (NGpige of the primary goals of
the future cosmological surveys such as the PLANCK surﬂe;ﬂeslgned for measure-
ments of the cosmic microwave background radiation (CMB#$@ropies, or LOFAE

designed for measurements of the of the primordial hydratignibution. These missions
will provide a high sensitivity and resolution cosmolodioaservations of high cosmologi-
cal significance. The amplitude and shape of the primordiat@aussianity will become a
very useful observable allowing to distinguish betweefed#nt viable inflationary models

eglGanﬁ::: E il.l (20b2,-_’&'gaaum.ms_a| al. (2007); Barn&hglind (2008):| Chen et al.
_Z)D_ﬂ)) yL(20 8); Enqvist & Takahashi ( Zdehen et all.l_(ZQOj’ab_;j_aﬂaki
.M);Wlmmmﬁwdoﬁmmﬁ.kmd@). The CMBR
will serve as one of the best windows on these processesiggahrough orders of scales,
from close-horizon scales 10* Mpc, all the way down to~ 10Mpc scales, where non-
linear gravitational collapse effects strongly domindte primordial density fluctuations.
Any primordial NG in the gravitational potential field is baprinted on the CMB long be-
fore it decouples from interactions with baryon fluid at timeet close to the recombination,
and thereby it becomes accessible for direct measurements.

While the consistency of the (CMBR) data with a Gaussianeantield (GRF) hypoth-
esis has been extensively tested in the previous severnal, yesing a whole battery of vari-

ous statistical tests. (Park et al. (2006): Copi b al. (20084 (20085 by. Efstathibl (2004):
IGg_r_dg_h k20d7)lﬁg_r_dgn_&lmjt£ﬂ10‘h de Oliveira-Costa ( 20d64 Copi et Ial
(2006, 2004): Gaztafaga & Wadg (2003); Hansen et al. ¢20@buradeep et al. (2006);
IQa.b.eLLa_eLAI _(20_&)4)) the measurements of levels of thequdial NG only in the recent
years started to be p
& Szapudi Ma, _ A al. (1
||:|jka.giet_ai.l(20_d6)), still, however with a precision thall wave to be improved over the
next years, as more precise observations of the CMB anmesavill become available; in
order to yield robust tests of the physics of the early Ursger

In the meantime it is important to study both the NG, and aele@f the consistency
of the data with the GRF hypothesis via eg. realistic Monéel€C(MC) simulations. In the
latter case, if a robust localization of a deviation is polgsisuch analyses would help to
identify and eliminate the NG signals, that most likely vii# of non-cosmological origin,
but would also possibly confuse the estimates of the prilabNIG.

In this paper we study the CMB WMAP maps using Minkowski fumeéls (MF), and
also extend the and analysis in a variety of ways to crosskctiee results. Several authors

have already pursued a similar statisti Io.tﬁldbOhNu_eI_al l(ZO_dl)LEdrk

Inttp://www.rssd.esa.int/PLANCK
Zhttp:/fwww.lofar.org/
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dﬂ)ﬂJl);LEﬂks.&n.&LiLleﬂhd.);_Kamaﬁ.LLelt 51421008)) busted such analyses operated on

either: scrambled through many orders of resolutions n@apmnoothed maps in spherical
harmonics space, in order to test the Gaussianity hypalasifferent scales.

However since the power (the variance per multipole) in the e unequally distributed
across the multipole scale (due to certain shape of the lyimtepower spectrum), it might
be useful, when testing different angular scales, to elteirthe impact of the largest, and
most uncertain (due to the cosmic variance effects) scalesder to focus on the smaller
scales exclusively, and perform an analysis, that will rotdbminated, or obscured by the
effects large scale multipoles. In this paper we intend fmae this idea, and we perform a
statistics in different ranges of multipoles, using mutgpband-pass filters in the spherical
harmonics space prior to the tests.

5.3 Data and Analysis

5.3.1 Maps pre-processing

We utilize the WMAP five-year foreground reduced CMB tempaie maps (Hinshaw
et aI.,lZQIB) from differential assemblies (DA) V1 and V2¢céese these spectral channels
provide the best trade off between foregrounds of diffespeictral properties (i.e. the blue
tilted galactic dust emission and red-tilted galactic $yotron and free-free emissions).
We co-add these observations (and corresponding simugtitsing the inverse noise pixel
weighting scheme. We will refer to these maps as V5. We gen&@00 Monte-Carlo
(MC) simulations, using the fiducial, best-fit”"D M model power spectrum of Dunkley
et al. .Eﬂb) (constructed using the mean likelihood patarspwhich we callCfid. We
will also analogically utilize the Q and W channel data ta&rapectral properties, and we
will call them Q5 and W5 respectively. We will use the KQ75 skwsk throughout the
analysis. All maps are calibrated by their variance prierdhalysis.

5.3.2 Band pass filters

We choose to test the data in all possible ranges of mulSpole ({yin, fmax], defined
by: lmin € {5,32,64,128} and /. € {32,64,128,256}. We apply the top-hat filters
in spherical harmonic space. Note that due to sky cut, theesges should be treated only
as approximations. We chose to remove the large scéles §) from the analysis, be-
cause these are well known to have a strong non-Gaussiamdsatvidely discussed in the
literature (see. sectidn®.2).

5.3.3 Statistics

We perform a single region, cut-sky statistics using MinkkiFfunctionals in the data and
in the simulations atV, = 15 thresholds, uniformly spanning within the{3,3.5,4,4}o
temperature range depending on the resolution parametiee ehalyzed maps,, defined
as in the Healpix sphere pixelization scheth(GﬂlﬁkLleiZﬂQ!lS); wherer denotes the
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standard deviation of a map or a simulation. Sine we wilhaethe Minkowski functionals
(MFs) in the pixel space, in order to increase the religbditthe derivation of the covariant
derivatives, the map resolution parametgris always chosen to be equal to the maximal
number of the multipole that is to be synthesized in the mapcake of our bins this will
correspond tor, = {32,64, 128,256} respectively. The MFs are derived following the
prescriptions outlined ibjghmalzmg_&ﬁﬂjslsmbd&;tﬁm.kﬂ)d@. These are also
briefly summarized in the appendixA-5.

Since the values of the MFs are correlated between difféeemperature thresholds we
derive the joint probability of the realization of MF in thatd via direct comparison with
the simulations, accounting for the covariance terms \g@astandard multivariate calculus
as:

Xz = (vkvl’i - <Ukﬂ’i>)cl;,zljiz/j (vkvl’j - <vk71’j>) (51)

wherek denotes the MF type. The covariance matrix is calculateth g, = 1500 sim-
ulations, while the corresponding distribution of the dediy? values is estimated from the
remainingN, :ppp = 1500 simulations. Therefore, for th&,, = 15 different temperature
thresholds, the number of simulations used for the coveeiamatrix estimation is 100 times
larger than its size, which should grant a sufficient corsecg.

We derive the p-values for the data for each multipole biml fan each MF type, us-
ing the linear interpolations in between the points of thebpd y?> PDF as described in
appendix 0 mb).

5.4 Results

The results of the tests performed on the maps in the analyzgiipole bins are given in
Fig.[5.] and the results of the joint statistics for the V5adate summarized in tadleb. 1.

In order to test the stability of the presented results irstiiae table we also attach the
results under different combinations of the above mentiameémbers: i.e Neov, N, 2ppp
andN,. It is apparent that the results are not particularly semsib the change oy,
which suggests that the covariance matrix is sufficientlyveaged. However, a significant
anomaly is seen in the case of circumference statisticeimihtipole range € (5, 64] for
the joint statistic where as the corresponding plot in fifaifedoes not seem to be anoma-
lous. We find that the reason for the alarmingly low p-valughis multipole bin comes
from the lowest-threshold data-point, which significargtgnds out from the simulations,
and builds up the main part of the value. For the joint statistics, we will therefore in-
consider the outer 2 (4) thresholds: i.e. we considered th@yinner 13 (11) threshold
data-points. As it is seen in the tablel5.1 the low p-valuaterrange’ < (5, 64] is caused
by these tail outliers. However, number of pixels inside ttireshold centered at 3.20
away from the mean of the distribution for the number of @xalthe map of resolution of
ng = 64 and/,.x = 64 is very small, and therefore we do not put much attention i th
strong as it is, but possibly insignificant, due to some nirakuncertainties in the covari-
ance matrix, detection. The inverse covariance matrixigidhse is dominated just by few
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outermost thresholds, and in the following we will not fuathnvestigate this deviation, and
as far as the joint statistics is concerned, we will exclimedutermost thresholds from the
analysis when calculating the joint probabilities.

At first, in the figurd Rl it is easy to see a strong deviatiothanfist Minkowski func-
tional: i.e. describing the total excursion set above argieenperature threshold, in par-
ticular for the cases when the lowest order multipoles aterdéitl out. Most notably, the
multipole ranged € (32,128], ¢ € (32,256] and? € (64,256] and/ € (128,256] are
particularly anomalous. This is main result of this papdricl to our knowledge is a new
detection unnoticed in the previous analyses.

Generally, it is also easy to see that while adding more anceramall scale data,
the deviation from the simulation average tends to increabé&h is somewhat expected,
however it is also clear that the large scales, which heralegady removed beforehand up
to ¢5, efficiently obscure, an otherwise very strong NG behaviour

Secondly, it is important to note that the strongest demitifrom the simulations ap-
pear in the thresholds close to the average temperatureg\Wwa¢he bulk of the map pixels.
This means that the anomaly is not some statistical flukealwdry strong discrepancy.
Furthermore, we notice that such strong deviation appedysmthe first Minkowski func-
tional, which measures simply the normalized number oflpiaeove a given threshold.

Note that the p-values that are smaller thaiV, 2ppp, such as the p-value for the
range! € (32,128] for the case ofN,2ppr = 500 and N,, = 11, are obtained using
Gaussian extrapolation (as describeﬁL@bOSb)) arsh@sated, should be treated
with caution. Generally though the significance of the anlgméaich is maximized in this
particular range is larger than 99.5% CL.

5.4.1 Anomaly tests

The anomaly revealed in the previous section, in generallmeasaused in two ways, since
the Minkowski functionals are not only sensitive measurfe@Saussianity, but they are also
a very sensitive to the shape of the underlying power spectrln order to exclude the
possible biases due to the latter case, in fifude 5.2 we ggigbudo power spectrum of the
WMAP V5 data with the cosmic variance 68%,95% and 99% lintigsrf simulations and
the simulation mean (top panel) and also tResalue per degree of freedom (bottom panel).
The joint probability as measured by the p-value for thisststency check is- 35%, which
yields a good consistency, however we notice a few stronigecaitelated to the glitch-like
features in the pseudo-power spectrum. This was previcesiy in eg.lﬁmal.
(2006).

Since the anomaly is detected via the area functional ité&ésting to plot the temper-
ature distribution within the affected multipole range (32, 128]. In figurel2B we plot the
temperature histogram for the map in the detected multipoige outside the KQ75 sky
mask. While the negative skewness of the distribusor —0.0243 is not very significant
with 98.5% CL to be rejected based on comparison with the 30@@lations, the mean
temperature value of the WMAP V5, in this multipole rangeinisonsistent at very high
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Figure 5.1: Results of the Minkowski functional analysisted WMAP V5 data. The area,
circumference and genus statistics are plotted for diffietested multipole bins. For each
bin, the left-hand side plots show the functionals thenesghalong with the 68%, 95% and
99% significance limits derived from the simulations, aralrilght hand side plots show the
residuals between the data and the simulations averagéasdine confidence limits.
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Figure 5.2: Consistency check: the pseudo power spectruheadWMAP V5 data with the
cosmic variance 68%,95% and 99% limits from simulations #wedsimulation mean (top
panel), and the? value per degree of freedom (bottom panel).

confidence level of- 99.99%. While this value is based on the extrapolation it might be
important to complement the oddity of the mean of this mapdiyng that none out of the
3000 simulations, doesn’t have as large mean value outs&l&®75 sky mask, and that
within the simulated set of the maps the extremal tempezatare{ —8.45, 7.44} x 1077
with the standard deviation of the distributiof:15 x 1077, whereas the data value is
8.07 x 10797, and where the variance of the map is consistent with thelatioos at64%

CL (as measured by the double-tail distribution). Even ifimeerted the distribution by
multiplying each mean value by -1, to check whether or notstha noise is responsible
for such high significance anomaly, the result would yielty @simulations in 3000 with
means larger than the data value, and as such would stiltéead anomaly at- 30 CL.

5.4.2 Anomaly localization

We test whether the extended sky cuts would restore conejsteetween the data and
simulations within the selected range of multipoles (32, 128]. We gradually extend the
KQ75 sky mask by masking out regions along the galactic dis&tibudes

Ib| < {10,20,30,45} [deg]

and measure the response of the mean temperature outsige etended mask. Under
these extended masks the tail probability of finding the nmaside of the+(Ty.:.) is
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Figure 5.3: Temperature histogram for the filtered map irftbg 32, 128] multipole range,
along with the simulations mean, and one standard devidigpersion from simulations.
It is easy to see a slight negative skewness of the distoibutind an overall excess of the
positive temperatures close to the zero average temperatur

respectively
p € {0.016,2.3,54, 65} [%] .

Clearly the enhanced masks resolve the problem of excessimber of positive tempera-
ture pixels, which helps in their localization.

In order to further localize the anomaly we performed a negipoone-point statistics as
explained immm for the filtered map in the considerailtipole range, outside of
the KQ75 sky mask. The analysis relies on regional measumsméthe first four moments
of temperature distribution in a number patches coveriegspihere in many different ways
S0 as to enable different sampling of the underlying fluobmat For each region a frequen-
tist statistic is performed, using a distribution of measuents obtained from simulations
in the corresponding regions. We performed a “single regioalysis” for the region sizes
and shapes defined by the Healpix pixelization scheme ofuteson, = 4 as explained
inm ). In figur&hl4 we plot the scrambled throughredllizations of sphere pix-
elizationsn, map for the distribution means also as defined OBhe map
shows only the strongest, > 3, detected outliers found in the data.

While the strongest, outstanding regions revealed by tlp oould suggest that the
temperature distribution anomaly is due to these regioes;ampared the normalized tem-
perature distributions of the tested map with the map wids¢htwo most outstanding re-
gions masked out, and found basically no significant diffeee This in fact should be
expected, because the negatively skewed deviation in #tebdition plotted in figur€hl3
comes from a large number of pixels which only slightly dexisiom the zero level, while
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Figure 5.4: Thresholded at, n, map of deviations in distribution of means, as probed by
the single region analysis, define Mosb). The twansfest deviations are marked
by their location.

the regional statistics plotted in figurel.4 searches femtiost outstanding regions. Con-
sequently we do not find that the anomaly of the means, or asteetin the MFs analysis
(figure[B) is caused directly by these regions. Of coutsese as the hottest spots, and
directly adjacent to the galactic plane could make somelgaet of this deviation but their
impact isdefinitely sub-dominant

In order to further validate these results we use additiertdnded mask that consists
of the KQ75 sky mask and a mask covering the polar cafgs> 45, and we measure
the distribution of means in data and simulations. As exggkcio improvement has been
noticed, and the deviation was still at the leveBef

5.4.3 Extended sky-mask cross-check

We redo the MF test for the V5 data map for the investigatedipulé range? € (32,128],
but with the KQ75 sky mask extended to also mask regions taft p| < 30° or [b| < 45°.
The result is plotted in figure 3.5 for the two cases. The jpivalues for the two cases,
for each of the MFs are{1.1, 18,9} [%)] for the |b| < 30° case, and 26, 10, 23} [%)] for the
|b| < 45° case, forN, = 15 and N, = 1500. For the case oN, = 13 and N, = 1500
the joint p-values yield{0.99, 11,5} [%] and{20, 6, 19} [%] respectively.

Clearly the anomaly is strongly sensitive to the size of theait and is weakening
with more aggressive galactic plane region cuts, whichcaudlicate some under/over-
subtracted residual foregrounds.
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Figure 5.5: Residual plots for the results of the Minkowskidtional cross-check analysis
for the WMAP V5 data, filtered for the multipole range (32, 128] that previously yielded
the strongest joint NG detection. The extended KQ75 skykrizassed to additionally mask
regions that yieldb| < 30° (left panel) andb| < 45° (right panel).
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Table 5.1: Joint statistic results of the MFs analysis ofWidAP V5 data, and tests of their stability to different nuinat processing approaches. For :

each of the multipole bins, each triplet of numbers corradido one of the MF type (area,circumference and genus reasggy and represent the p-values 3
of the data in per cents. The p-values greater than 1% werexipgated to integer percentile. m
Comin = 5 Crmin = 32 Crmin = 64 lrnin = 128 S
MF type | fmax =32 lomax =64 Lliax = 128 liax = 256 | fiax = 64 lrax =128 linax = 256 | limax = 128 Limax = 256 | limax = 256 a
Neov = 1500, Ny2ppp = 1500, N, = 15
area 10 15 15 14 9 0.50 10 3 1 2
circ. 7 0.03 6 7 14 40 4 56 14 79
genus 91 29 13 6 5 13 20 69 53 60
Neov = 2500, N, 2ppp = 500, N, = 15
area 11 12 15 14 10 0.38 10 0.75 0.80 2
circ. 7 0.08 6 6 16 38 3 56 14 74
genus 91 28 14 5 7 16 25 71 52 62
Neov = 1500, Ny2ppp = 1500, N, = 13
area 14 46 10 14 8 0.24 7 0.87 3 1
circ. 5 43 22 3 14 32 3 54 10 75
genus 85 35 61 7 12 11 15 54 37 62
Neov = 2500, N,2ppp = 500, N,, = 13
area 14 45 10 13 7 0.20 6 0.54 2 0.95
circ. 5 45 24 3 14 27 3 52 10 71
genus 86 36 62 6 13 13 18 56 36 62
Neov = 1500, N,2ppp = 1500, N, = 11
area 10 32 17 15 12 0.13 4 0.47 2 0.55
circ. 2 66 14 5 12 31 1 37 8 63
genus 76 60 54 4 7 10 14 41 69 47
Neoy = 2500, N, 2ppp = 500, N, = 11
area 12 31 18 14 12 0.01 3 0.36 0.76 0.43
circ. 3 68 15 5 11 28 2 37 8 62
genus 77 61 58 4 8 12 17 44 69 49 §
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5.5 Discussion

It is important to consider whether or not the statistic§qrened in the previous section
might be somewhat mislead or “biased”. It is clear from fidor® that in all cases the de-
tection comes from the overall shift towards positive terapges of the data with respect
to the simulations, because only in this case, the differdratween the data and the simu-
lation average is positive everywhere for the first MF: itee &rea functional. Such a shift
then results in excessively large residuals in the Minkowsda functional, and suppression
followed by excess in the Minkowski circumference funcébnThis is indeed observed in
the plots. However, the data, as well as the simulations digrded by their standard de-
viations prior the analysis. Therefore, even if there wamese.g. point source, that would
significantly stand-out in the data from the rest of the @xélwould not significantly al-
ter the overall variance, given the large number of pixethenmap, and consequently the
thresholds at which the MFs would be calculated, would nosigeificantly shifted with
respect to those used in the simulations. Even if this wagdise though, then it would
be difficult to explain the test involving the means. Thedgsam in the figur€hl3 shows
that indeed large number of pixels in the filtered map, withie selected multipole range
that yields the strongest detection, are shifted towardstipe temperatures. This would
indicate that the anomaly is not caused by the mismatch dhtlesholds between the data
and simulations. The filtered maps have no monopole valug,sarthe only effect that
could generate such statistical up-shift of the tempeeatorust be related to some specific
phase arrangements that build up regions of extra poseiveérature excess. We recall
that this effect is very small, but it affects a significantiraer of pixels in the map, and
therefore is not related to some few outliers, as indicaiethé performed regional analy-
sis (figurdf2.}4). Additional argument in favour of this irgestation is the negative, mildly
anomalous, skewness of the temperature distribution.

It could also be argued that it's not the data that is shifeedhtds positive values, but
rather simulations are oddly shifted towards negative oassone could infer from the
reported, in the previous section, the extremal temperatatues obtained in the set of
the simulated maps for the multipole ranges (32,128]. As it was stated, the negative
extremal value was larger (in absolute value) than the ipeséixtremal value. In fact the
average mean temperature, although negative26 x 10-%, is about 50 times smaller
than the standard deviation of the mean temperatures. foheven if one were to correct
for that small negative offset, the mean value of the datalavstill remain odd at th&c
confidence level.

If there was a discrepancy in the total variance between #t@ and simulations, as
measured outside of the applied mask, then it could be degkitt the thresholds, at which
the MFs were calculated in the data, would not correspondadset used in the simulation,
which could naturally explain the anomaly. In order to chdwkt we calculated the vari-
ances for the maps filtered in the ranges (32,128]. We found that the corresponding
tail probabilities for the data (i.e. probabilities-ofemeding the data value) are: 36% for
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the KQ75 sky mask and 30% for the KQ75 combined with the maskrang regions with
|b] < 45°.

We derived the Minkowski functionals directly in the reaasp. We based on the closest
pixel match, when deriving the covariant derivatives, batnete that the approach could be
easily improved by implementing appropriate interpolagiand efficient, dedicated deriva-
tive algorithms, or alternatively by obtaining derivatvie an more conventional way: via
the recurrence formulas for the Legendre polynomials insbleerical harmonics space.
However the particular implementation of these issuesaamresponsible for the anoma-
lies, because the strongest detections appear to be in shévifimkowski functional that
simply measures the total normalized excursion set abosngemperature threshold, and
furthermore the maps we used are generated by a well-befiavetibns, which should be
easy differentiable, given sufficient number of points.

Finally we would like to note an interesting coincidence efatively skewed temper-
ature distribution, revealed in figufre’b.3 and the recermntelpylla.daL&JNa.n.d.ellt[(mjb8)
about the high significance primordial NG detection wittosty support for the positive
value of the non-Gaussianity quadratic term coupling ccieffit fxr,. Positive value of
fnr (in the “WMAP” terminology e [._(2003)) corregpls to the negative
skewness of the temperature distribution. HoweLLeL_YadMlahd.e't kZ)dB) tested the NG
detection under different sky cuts and found that these ame= ror less stable under the
extended galactic cuts. Moreover it is possible that thepeetrum based NG estimator
of dla.dmuit_al.l_mdd__zo.b?) is immune to the kind of anonsatevealed in this work,
therefore the connection is not clear.

It will be interesting to further test this signal by analgsaevolving different spectral
channels of the WMAP, and the various ILC maps, which are g¢ee using a different
foregrounds cleaning methods than those used in the faredsareduced maps used in this
paper.

5.6 Conclusions

We performed a Gaussianity analysis of the WMAP five-yeaedmund reduced, cut-sky,
CMBR data, using Minkowski functionals.

Since the power of the map per multipole, is unequally diated across the multipole
scale due to certain shape of the underlying power spectramght be useful, when testing
different angular scales, to eliminate the impact of thgdat, and most uncertain (due
to the cosmic variance effects) scales, in order to focushersinaller scales exclusively,
and perform an analysis, that will not be dominated, or otestiby the effects large scale
multipoles. In this paper we intend to explore this idea, amdperform a statistics in
different ranges of multipoles, using multipole band-plgsrs in the spherical harmonics
space prior to the tests. This way we complement the prewiouitar works which utilized
averaging of different scales by either: degrading the reaplution, or by applying “low-
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£"-pass Gaussian filters.

We find the data inconsistent with a realistic Gaussian namfileld simulations at con-
fidence level at lea$19.5%, due anomalous, negatively skewed temperature distiuti
covering large areas of the sky, in the multipole rafige (32,128]. We test the robust-
ness of these results using few additional consistencyksh&de find the anomaly appears
to be associated with a small, but realized by a large numbgpixels, excess of positive
temperature pixels over the negative ones, and we checkhikagffect is mitigated in the
larger galactic latitudes, and it is vanishing when morereggjve galactic plane masks are
applied, which we interpret as hints of the residual, ragmeall, but extended over a large
area, foregrounds. Finally, we note that the anomaly woatdce detected, if the analyses
involved only smoothed or downgraded in resolution maps.



Chapter

Tests of the statistical isotropy via point
symmetries.

6.1 Introduction

As detailed in sectiofil] 2, the most outstanding, and wellAkm@nomalies of the CMB
data with respect to thACDM model, and the assumption of the Gaussian, random field
(GRF) initial, primordial perturbations include: the apgat low quadrupole component
of the CMB angular power spectrum, the phase alignmentsdsstithe quadrupole and the
octupole, and between the octupole and the multipete’, the suppression of power in the
octupole along an axis dubbed an Axis of Evil (AOE), a selecfireference of particular
spherical harmonic modes over other modes, glitch-likéufea of the reconstructed CMB
power spectrum, or other power spectrum features, indugispecific symmetries in the
CMB sky, and the hemispherical anomalies in the power Oigtion across the sky which
are discussed in more details in chajifler 4, and localized éd€ifes that we have sought
for in chapteB.

These features have been extensively studied via diffestatitstical estimators, and
various theoretical models have been devised to heI age eculiarities e
Silk (2007): Erickcek et A1l (2008): i i
lQesm_et_al kmda)l_ammm_&_cmendlevh_(zdoi)_aatdm_elt dam;is)) Most of these
features, if really exist in the data, would violate theistatal isotropy or Gaussianity (or
both), which in turn would call for an explanations that edulie predictions of thACDM
model.

In the following we analyze the shape of the reconstructegepspectrum in the lowest
multipole regime { < 20). One of the most apparent features is the jagged shape 6fthe
persistently preferring an oddmodes over the even modes, which seem to by systemati-
cally suppressed (Fig8.1). In fact, most of the first 20pnstructed even multipoles, have
relatively less power than the neighbouring odd multipolEsis fact is independent from
the analysed cleaned CMB map renditions and the power spec&construction method,
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as will be discussed in Selc.b.3. Such feature, if proved ttstaistically significant”
could have a far reaching theoretical consequences as satirds necessarily introduce
a point-symmetries in the CMB fluctuations due to symmetigpprties of the spherical
harmonics.

In this chapter we reanalyze this problem statistically aredwill investigate other
aforementioned problems in the next chapter. Our analg#ispugh similar to previous

workSI.I_a.n.d_&_Magu.e.i,ilOl(ZOQ;'kc), implements a different sttidis in order to independently

cross-check significance, stability and the robustnesiseoptevious results.

6.2 Data and simulations

We rely on the three year WMAP ILC map szla_HinshaML&et]_al_dZ@@lﬂ its simulations.
We assume it to be reliable for the full sky multipole ampiguand phase analyses in mul-
tipole range of’ € {2,..,20}. From the minimal best fil\CDM model we have generated
the full sky realistic GRF WMAP simulations including effsaf beams and anisotropic
noise in resolutions s = 512 in all WMAP channels. These maps were pre-smoothed with
one degree FWHM Gaussian beam and used to generate the lluachmaps with the
same weights, and region definitions applied as those atlginsed for the WMAP data
ble.en.n.eLt_eLAI.I_(mba). Whereas the white, anisotropisencontribution to the lowest
multipole moments is negligible we still have added it ptioe smoothing, to simulate the
ILC data as closely as possible. We have downgraded theefsdilution maps the resolu-
tion parameten, = 128, although we realize that this resolution is still too genesrfor the
range of the scales in the question. We have generated 22Z2IE&Rsimulations which
we use for the significance analysis.

6.3 Point symmetries

If some astrophysical, cosmological or instrumental pssagould induce a point-symmetries
or asymmetries on the CMB mhjs

T() = +T(—#) (6.1)

(where+ corresponds to symmetry and correspond to antisymmetry), then it is quite
straightforward to show that the angular power spectfiinwould have even or odd, for
symmetry and antisymmetry respectively, multipoles sepped or completely removed,
depending on the degree of the symmetry.

Conversely, our motivation for pursuing the symmetry téshe data, is directly related
to the observational fact that the reconstructed full-skgudar power spectrum seem to
exhibit a suppression of even multipoles with respect to madtipoles in the considered
multipole range (Fig—6l1). The feature particularly doesrs to depend on the details of

!Given the specifications of the WMAP spacecraft this is irt fifficult to realize, however the feature
under consideration is apparent enough to question it#isigmnce.
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the power spectrum reconstruction method, nor does it depeithe CMB data considered
(the first or the three year WMAP CMB data).

To see this we reconstruct the CMB power spectrum for theerérg {2, .., 20} using
the MASTER method_(_l:l_isLo_n_eLIaL_ZjOZ). Below we briefly rétia¢ basic reconstruction
steps.

6.3.1 MASTER power spectrum reconstruction

The method of reconstructing the statistically unbiasedyeneral, cross-power spectrum
estimatoré of the underlying, true CMB power spectru@y, from the cut sky, noisy
CMB observations from two different frequency channel (PpapsT™ () andT2 (1), is
based on the fact that the ensemble averages of the so-paledo cross-power spectrum
55{“3 and the true power spectt can be related as:

(CPBY = MypbtbE p? (Cor) + (NB) (6.2)

where theM,, denotes the multipole-to-multipole coupling matrix, axgsfrom partial
sky observations and the resulting breaking of orthogtnafithe spherical harmonics; the
by A/B andp, denote the instrumental beam transfer function for a givequency chan-
nel, and the pixel transfer function respectively; (MQAB denotes the ensemble average
noise power spectrum estimated from Monte-Carlo simuiatiol he pseudo-power spec-
trum C’f‘B is a power spectrum derived directly on the cut sky, usingyobservations
as:

P 2£+ 1 Zaem i) (6.3)

where
i, = [ T (@@, o) (6.4
are the pseudo spherical harmonics analysis coefficientsedf™ (i) observation £ €
{A, B}) and thew() is the sky mask window function with the corresponding silaér
harmonics analysis coefficients
T = [ d8T(@)Y (5) (6.5)
Qa

and the angular power spectrum
_ 1 .
Wy = %—H Em |Wern|”. (6.6)

Then the unbiased estimator of the angular CMB power smaoﬁ’g}B is given by:
PP = (KAP),, (PP = (NAP)) (6.7)
where theK5P = My b/1b5p?, and where the coupling kerndll, is solely defined by
the sky cutw(ii) by:
20 + 1 Y AN

E//

My =
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where the last term denotes the 3J Wigner coefficients. Tiresmonding covariance ma-
trix of the estimated angular power spectrum is then given by

AP — <<@{*B - <@{*B>MC> (aeB - <6/>B>MC> >MC 6.9)

where(), .. denotes an average over the MC simulations.

MC
In Fig.[&3 we plot the reconstructed power spectrum of theBOMctuations from
different cross-channel data sets as well as the spectraomstucted directly from the
full sky foregrounds cleaned ILC map, with over-plotted thisfiducial ACDM model
power spectrum. Indeed, except for the multipble- 14 every other even multipole is
suppressed with respect to the neighbouring odd multipadeclarity we have only plotted
the cross-power spectra between channel Q1 and all othenelsa however the remaining

cross-power spectra are widely consistent with thoseqalott Fig [61

6.3.2 Statistic

T T T T T
3 3 ; WMAP reconstructed Jﬁ
2.5e-09 s . e o reconstructed auto q1q1
‘ ‘ ‘ ‘ reconstructed cross q1-g2 ———
reconstructed cross ql-vl —
reconstructed cross ql1-v2
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Fig 6.1: Reconstructed low-multipoles power spectrum ef@MB fluctuations as a func-
tion of used data set. Cross-power spectra and auto-poveetrapwere calculated with
MASTER method. The green line represents the power speathtained from the di-
rect full sky SHT of the ILC map, whereas the big red crossdicaie the WMAP-team
reconstructed power spectrum using a maximume-likelihoethod in pixel space.

We propose to test the statistical significance of this asgtrical signal via the follow-
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ing correlation statistics:

T(H)T(—n
Cﬂmin (gmax) - <T2<(f1§> l_ <(T2()—>f1)> (610)
where
Lmax
T(h) = Ty(1). (6.11)
£=lmin

The ideally correlated sky - as in case of single multipole BEMaps - would yield
C = £1 with “—" for the symmetrical case (i.e. for even multipoles) andhw/-" for
the anti-symmetrical case (i.e. for odd multipoles). Weeribiat other symmetries like:
T(—60,¢0) =+T(0,9) orT(0,—¢) = £T(0, ¢) will not lead to a systematical suppression
of either even or odd multipoles. Rather, such symmetripprass power in both: even and
odd multipoles proportionally. In case of the earlier (@lpaymmetries the power is zeroed
for those coefficients that yield odd+ m value (see Appendx’A}H for an exact derivation),
while the latter symmetries imply reducing the phase infation in all a4, coefficients
down to eitherp = 0 or ¢ = x, and so they,, coeffiecients become real, and the reality
condition simplifis to:ay_,,, = agm-

If the CMB fluctuations are a realization of a GRF, then no pbke correlations of
this type are expected, beyond those that are enforced bytifioia cutoff of range of
multipoles of interest, as well as those resulting from B&/Itail in the low£-end of the
power spectrum|[(8l1). We test the correlations in the CMBtigmlk, range filtered maps
0 € [luin, {max] fOr varying £,,.x values (EqLEI1). We increase thg,x value by two
multipoles at one step, in order to reduce the effects ofraiise induced point symmetries
only from the fact of considering unequal number of even atdimultipoles.

Since the/ = 2 of the best fitACDM model has more power than= 3, and also due
to the fact that the nature of the low quadrupole value mightibrelated to the features
in question, we therefore consider two cases. In the firg eassynthesize maps starting
from the quadrupole?,,;, = 2 and vary the/,,.x aslm.x € {3,5,7,...19,21} , and in
second case we synthesize maps starting with the octufigle’= 3 and vary the/,,,.« as
lmax € {4,6,8,...20}.

Also, due to the Integrated Sachs-Wolfe tail of th€ DM CMB power spectrum yield-
ing theCy > (5 the distinction of the two cases help to assess the asymsigtrificance
problem in two opposite limits: when the synthesized magisbe&idominated by the posi-
tive and negative correlations.

It is important to account for correlation effects betweéffiecent multipole ranges,
and as such, our statistics is useful, because it operatde@ynthesized real-space maps
that combine selected multipoles together, and therebyothestatistics is automatically
assessed.
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6.4 Results

The result of the tests involving 2222 MC simulations, usedfaluation of the confidence
intervals, is plotted in Fig_6l2. We estimate the magnitofiae uncertainties of derivation
of Cy,,.. (Ymax) Values, jointly due to noise and residual foregrounds ofltiimap, to be

~ 0.1% for £,,.x = 21 and less for smaller values éf,... As expected, it is apparent

0.6
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0.0
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Fig 6.2: Point symmetry correlations in the three year WMARE map data as a function
of the maximal multipole numbet,,,. of the multipole filtered map. Apparently the data
are consistent with simulations &t 1o CL in case of the maps neglecting the quadrupole
contribution, and are consistentat20s CL if the quadrupole is included. The maximal
total joint anomaly is reached fdy,., = 19. The error bars for the data points are smaller
than0.1% and hence fit within the size of the dot.

that the mean correlation from the simulations assumes atimegalues in case when the
qguadrupole is included, providing statistically strongegative correlations due to symme-
try properties, than could be cancelled out by the octupateponent due local shape of the
underlying power spectrum. In case when quadrupole is cbhidied, the anti-symmetrical
contribution from the octupole, which statistically is @mced via ISW tail in the power
spectrum, is not entirely cancelled out by= 4, ..., thus leaving the simulation average
positive.

The observed suppression of the even multipoles is maxdrarzé = 19 in case when
the quadrupole is included witR,.;..: ~ 98.4%, and it is clear that its significance is
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almost constant as a function 6f. value for¢ > 7. This result is consistent with the
results oLLa.n.d_&_M.a.gu.ei]d_(ﬂ)ﬂ c), where a different statad approach have been used.

Independently from the low quadrupole value (case whep = 3), the suppression of
the even multipoles in the reconstructed power spectrumed€iMB remains anomalous at
confidence levek 92%, and is maximized at the maximal considered multipole value
limax = 20.

Table 6.1: Results of the point symmetry correlations inltiie WMAPS3 year data.

Lrnin = 2 lrnin = 3
loax  Preject[%]  lmax  Preject [%0]
3 94.6 4 64.4
5 96.6 6 85.6
7 98.3 8 90.7
9 97.9 10 89.1
11 98.0 12 89.3
13 98.0 14 89.1
15 98.1 16 90.2
17 98.3 18 91.2
19 98.4 20 92.2

21 98.2

6.5 Discussion

6.5.1 Point symmetries in the sky

The results from Se€_8.4 show that the significance of therespion of the even multi-

poles in the CMB power spectrum is mildly significart:92% CL in case when quadrupole
is excluded from the analysis and is increases 1@8.4% CL if the quadrupole is included.

While it is not easy to develop a viable theoretical model tuauld produce the considered
point asymmetries in the sky, it is fairly easy to show thas&ymmetrical contaminations
at fixed galactic longitude, or mirror symmetries about th&agtic plane, which could be
easily associated with the residual foreground emissiwns)d not lead to suppression of
either even or odd multipoles of the CMB power spectrum. HBtédement seems to go
against to what was discusse(l_in_l_a.nd_&_M.a.glllé.ij_o_(ZbOSC).
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Chapter

Search for preferred reference frame in
the CMB data.

In this section we present some of the results from the oggeinject dedicated to gener-
alized statistical tests of the significance of the aligntsém the observational CMB data
sets. The final results enforced by the significance anabased on Monte-Carlo simula-
tions will be submitted to the Journal of Cosmology and Asarticle Physics.

7.1 Introduction

In this chapter we focus on a set of tests, related to the wellk, low multipole anomalies
of the CMB data, and compare our results with those prewouegiorted, as well as with
those obtained from more generalized tests.

While looking thorough results of different statisticasts LISQ.maJs.u_atJal (2603);
lkomatsu et 41.[(2008)- McFwen eflal._(2006a): Vielva et 008 \wiaux et al.[(2006):
IMukherjee & Wang|(2004): Savage et al. (2004): Nase|skvldzan_’r)]_caneu3_er_£d (2004,
|20_0$ I_ZO_dS)I Chen & Szanudi (20068): Curto et lal (be.&ajﬁm.a_et_dl I__Z)_(b ;
2d02h Souradeeola d]ﬂﬁ;an_&ﬁg_uta.dﬂé (2006,7?);

|sﬁ.ma.LeLdl.| (20d)8b_'_|:|ansan_e bud ) Bernui ) Naselsky et LiL(ZdOS)

1..(2003): Chen & Szaputi (2006h): Gaztanagél €@@03):| Coni et al.| (2004,

L&elmu:ut.&ll (20b5b__AbLa.mQ_el| eh_(zlo 6); dévera-Costa & Tegmark

; Donoghue &
()08) and reference$m)3rmany different num-
bers denoting confidence levels of rejecting tested hygethen grounds of inconsistencies
due to Gaussianity or statistical isotropy, or related —remmlomness, are generally found.
This is because there are many different aspects of the CMBthet one can possibly
test. Given no prior knowledge about whether particulatuiess are correlated or not, re-
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sults of statistical tests may over or underestimate the ‘tddity” of the tested features.
Therefore, in case of correlated anomalies (each of which lmeaa function of some un-
known background physical process) a simple multiplieatembining of probabilities of
assumed-as-independent incidents, could lead to a s@milfjcoverstated result. Also, dif-
ferent statistical tests and estimators may exhibit dfiesensitivities to particular features
in the data. These tests could in principle also be depermfenhe another, to some extent.

It is therefore important to test not only the unlikelinessaselected features of data,
but also test the processes that correlate presumablyéndept phenomena, or devise tests
that jointly account for as many different aspects of the dest possiblé_(Ba.Isi.c_&_S_ctharz.

). Such tests however could be either computationalnsive of inconclusive - i.e.
giving consistent results within an assumed model work &dont contradicting the results
of more selectively sensitive tests. In particular one d@asily develop some specific test
that would seek for some particular properties arrangerfuemd in the data, and find it
very difficult to reproduce then in simulated data-sets, @mtlude a strong inconsistency
of the data with the simulations, only because of ill definest.t Otherwise in case of a
general test and lack of any anomalies detection, one cbuétya argue that the test is not
sensitive enough to detect a signal found by other, moretsadeests.

In our analysis we rely on the Gaussian Random Field (GRHxat@ns, and assume
these as a working reference null hypothesis, althougkengivat the process behind the for-
mation of the plausible anomalies of the lédwaultipoles are unknown, we will not assume
that individual multipoles of the data are actually indegiemt. In our calculations there-
fore, we rely on the full covariance matrix estimates, asvddrfrom the GRF simulations,
to constrain limits on the mode-to-mode correlations, Wwhappear to some extent simply
due to the cosmic covariance effects. While such an approaclkat most quantify the de-
gree of consistency of the data with the GRF simulations,veifichot provide any further
information about the nature of the potential anomaliegheir source, it is a good start
before a specific studies of a more general models, eithelGaussian, or non-Isotropic
are pursued.

In the following, we revisit the issue of the previously mened “Axis of Evil” (AOE)
which has originally been reported Ib_)LdLO_IJLLeILa_Q)sld. ); |legmatk_er_$ll_(20b3)
Id.wlwmﬁﬂﬂa_&legmdrd_(ﬁ%) In these works a statisased on an angular-
momentum estimatah/,(ii) was used to search alignments between multipoles, by com-
paring the direction&* in which the estimator

M,(i*) = max 25;70 m2‘a‘mfﬁ)|2 (7.1)
B ) o lamm (D)2
is maximized. They,,, denote the coefficients of the spherical harmonics analysiough-
out the analysis we assume a convention of usihdor the directions that maximize (al-
ternatively minimize) a particular estimator in a searclkraall directions in the sky. By
construction, this estimator gives more preference todrigh modes, and consequently
prefers the sectoral harmonic modes over the zonal modesslfound that the alignment
between the quadrupole and octupole is significant; cooredipg to a chance roughly 1
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in 60, as compared with an isotropic field realizations. Téwresh is obviously motivated

by the visually sectoral (but somewhat rotated) appearahtiee quadrupole and octupole
components. Hence the general idea behind this test wasigedemethod of assigning a
vector to each multipole and using Monte-Carlo (MC) simiola to quantify the degree of
inter-multipole correlations. These in the in the GRF sdaé statistically consistent with

zero. This idea was then extended_b.)LLa.n.d_&_M.a.gLJ:ij_o_LZIOOEH)@neralized to assign
vectors to allay,, coefficients and analyze the intéelignments using only those vectors,
that correspond ta,,,, modes, which accumulate most of the power ofdthemultipole in

a most preferred directiof*:

Ry(d*) = mn%x(rlm(ﬁ*)) (7.2)
NP
Tom(RY) = mgx(c%), form >0 (7.3)

wherec = 1 for m = 0, ande = 2 for m # 0.

There are however several subtleties to be considered Indfdhe tests. Firstly, the
zonal harmonic modeuf) of the three year WMAP ILC data quadrupole appears to be yet
even stronger than the sectoral mode) as it assume§93.55 + 0.03)% of quadrupole
power in a reference frame with polar axis orientedl/ab) = (333°,3°) in galactic co-
ordinates, whereas the, mode absorb$93.08 + 0.03)% of the quadrupole power in a
reference frame dfl, b) = (236°, 68°) . These values depend slightly on the data-set used
for calculation, however the general picture of strong cetitipn between different,,,
modes remains the same.

Likewise, the power absorbed by the octupole coefficienisand ass is (91.29 +
0.03)% and (91.73 + 0.03)% in a reference framef,b) = (116°,14°) and (I,b) =
(237°,63°) respectively. Note that the angular separation betweemprtferred axes of
aso andasy is only ~ 40°. We also note that at the same time the preferred direction fo
as is (1,b) = (111°,13°), towards which the mode absorbs93.11% of the quadrupole
power, and which is very close (withia 5° ) to the most preferred orientation by the mode
asy-

Given that the difference between the amount of absorbe@ipogiween these modes is
only < 0.5% in all cases, while the consequences to the question ofraégts are obvious,
it is important to also take into the account the second-belsitions, and in general all
other significant solutions as well.

Moreover, there exists a plausible alignment (within anueigseparation 0f4°) be-
tween the most zonal harmonics in reference frames thatmizithe power accumulated
in modesasyy andasg. Although theas, does not absorb most of the power in a preferred
frame, as opposed @3, the agy does. To explore quantitatively these possibilities, we

1The estimate of the given uncertainties is based only ondtimate of the numerical precision with which
ther;,, values were derived, but it doesn'’t take into account akppossible sources of uncertainties which in
general will tend to increase these estimates. We will retoithe issue of uncertainties latter in this chapter.
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perform a real-space based statistics, corresponding tméximal-momentum search. We

reproduce the results Io.f_d.eﬂliieitaﬁo.sla_laiaj_dzoo4)eamshd it for search for zonal-like

modes that instead of maximizing the momentum estimatarmize it.

Secondly, the momentum information - i.e. it's magnitudelitis a valuable one as
well. In our test we utilize the momentum magnitude as a wdighmeasuring the intef-
correlations. This way, a strongly correlated multipolel be better extracted, compared
to multipoles which accidentally happen to have a similaximam momentum orientation,
but aren’t really either strongly sectoral nor strongly alon

Thirdly, given that the observations have a finite signatdgse ratio, there is a certain
degree of freedom in interpretation of the preferred oatons, that result in a maximal
accumulation of multipole power in a singlg,,, (1) mode. This is most easily seen in the
low-¢ range; especially in quadrupole and octupole with a dipslaraextreme case. For
a given orientation of a dipole, there exist exactly one taltl preferred, perpendicular
orientation. Each of these orientations will result in a®%0of the dipole power being
assigned to a eithery or aq; in a selected coordinate system.

The situation with the quadrupole component is also amhigudssuming that the,, has

no power at all, there exist exactly two reference framestaadcorresponding preferred,
and perpendicular to each other axes, in which the mageandass will assume exactly
100% of the quadrupole power. This is easy to see via a propegion of e.g. real paki of
theYs; E which will becomeYys, in a new reference frame. This degeneracy generally does
not extend beyond = 2, however we are not going to give a strict mathematical pofof
that.

In h_and_&_M.a.gu.euJ) kZ)QE.Ib) it was found that the inteelignments not only involve

the quadrupole and octupole, but actually extend over aipolétrange/ = 2...5, and

it was pointed out that thes3 absorbs> 90% of the ¢ = 5 power in a reference frame

consistent with the orientation of AOEI(b) = (250°,60°)) within only several degrees.

While it is natural that if a two multipole modes of differemiultipole number are aligned

along an axis, they induce, to some extent, the alignmerntgelea other modes of their

own multipoles, due to geometrical properties of the sglaéimarmonics, the answer to
the question of which particular “preferred” orientatianintrinsically preferred may be

ambiguous, given the finite uncertainty in power distribotbetween the competing modes.
Also, if the joint uncertainties due to astrophysical residoregrounds, instrumental noise,
map cleaning and processing methods, as well as numerioas gielded effects larger than

~ 1%, leading thereby to changes in the most preferrgg{i*) modes per multipole, the

inter-multipole alignments could be destroyed or couldhpout a different candidate for

the Axis of Evil. In current work we estimate the size of theffects in section devoted to

mentioned uncertainties estimation.

2This is without loss of generality since it's always possiti find a reference frame and such rotation so

that the phase information is cancelled
3We will use theY},,, notation instead of;™ of the spherical harmonics, although we use the definition of

the spherical harmonics consistent vh];h_Abmmmu,tz_&ﬁ_ﬂsbml]Z)
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Finally, to marginalize over the mentioned ambiguities weppse a generalization of
the analysis ol‘_La.n.d_&_Magu.e]jd_(ZO_dSb) to include all thg,(11) information and all
inter-mode correlations in the multivariate calculus. Aggested earlier, additionally to
the preferred orientation information of eaghy, coefficient, we also utilize the percentage
of accumulated power information as a statistical weight.

7.2 Search for preferred directions in the CMB sky

7.2.1 Multipole pair angular-momentum axes alignment esthators

In this section introduce statistics optimized for testthg alignments between different
planar and zonal multipoles. Following the idea[b;Ld.wthﬂLQsla_euh.Lmb@ we
introduce, a corresponding, yet slightly modified, reaespstatistics as:

(7.4)

L T2(h 7 21 .
M) = e (L 22028 2) cost (b

[ dQ T2 (0, i)

where théy is the latitude in a coordinate system witlaxis aligned along directiofi and
measured from the plane perpendiculafiteand assuming a value af/2 in the direction

of in. Ty(ii, i) is the tested multipole temperature map with north polenteie at direction

n. The integral is calculated over a whole sky with the CMB magimgalactic pole rotated

to a directionii along the shortest 2-sphere geodesic. The exact propefttbat rotation
are not important, because the rotation of the CMB map ardbed axis only changes
the phase information of the,,, (i) coefficients, but does not lead to any transfer of power
between differenin modes. We assume a convention to store the directions foytiakeb
M estimator on the northern galactic hemisphere.

We implement a search over directions distributed over aigmmere defined by the
centres of the pixels defined in the Healpix pixelizationesok k.G.Q[&kL&LElILZlb& of res-
olution yielding a total number of pixels of 49152 and thus thsulting effective search
accuracy yields roughly°. The search is performed hierarchically, and exploits ike h
archical nature of the Healpix pixelization scheme, and sdoegin the search in a very
small resolution over a small number of directions, equatlyering a hemisphere, and cor-
responding to large pixels. Then we choose the one thatsyikkllargest value of,(i*)
and then we increase the resolution for the chosen pixel iested way, so that the area
of the pixel is equally divided into a new set of pixels defggnew set of directions over
which the search with increased resolution is performeds iMay we continue to increase
the search resolution until the final targeted accuracyaished.

The corresponding statistics, to the one defined il Efl. tidoftimized for the search
of the most zonal harmonics, is defined as:

( [ dQaT? (0, 1) cos?(by) )
T a0 T2(h, i)

Ne(2*) = min (7.5)

n
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Next, for multipoles? and?’ = ¢ + j we introduce a maximum-momentum axis align-
ment estimator as:

— M = M (%) - M ¥
Mgg/ = Mf = Mé(ng) 'MZ’=f+j(né’) (76)

and a minimum-momentum axis alignment estimator as:

: — —
Ny = N{ = No(8]) - N =gy j(0})) tan (£ (g, i) (7.7)
where
M, = M}
T T (7.8)
N, = /\/'gn’g

where then* define the directions that respectively maximize and mipénthe momen-
tum estimators as defined in E§s17.4 7.5. By varyingjthalue, the estimators
measure degree of correlations between extremal momentesncd different multipoles.
We define corresponding tail “probabilities-to-rejectpper-tail probability for maximum-
momentum estimator and lower-tail for minimum-momentutmestor as:

sim data) __ 1
Preject (Mp™ < M) = > Nem
i sim
sim,i dat
Mu’ <Mzﬁ * (7 9)
sim data) __ 1 )
Preject(Ngg/ > Na; ) = Z —Nsim
27
Nsim,i>Ndata

! !

The probabilities are inferred using th&;j,, = 4000 MC simulations.

Eq.[Z3 defines the weight®1, and.\;, that are used in order to discriminate between
cases when two axes are strongly aligned by chance or wteetihese alignment is accom-
panied by large (small) values of maximum (minimum) momenéastimator. Alternatively
one could assume the weightd, and.\/; values of a unity and thereby consider only the
distributions of spatial alignments between axes assigmédferent multipoles. To distin-
guish these differences we consider the two cases.

7.2.2 Results

Momentum: We first consider only the maximum and minimum momentum \skhe
defined by Eq4.716 add T.7.

In Fig.[Z we show the derived probabilities to reject of deeived from data values of
the M, and\/; estimators. This quantifies anomalous individual muliéscdre, compared
to simulations, with respect to the shape of the multipaieparticular to the sectoral like
multipoles possessing a large valuesidf; and imposing a planarity features and to the
zonal like multipoles having a small values.®1, and imposing a axial features. Note the
correlation between the curves which shows that whefievalues are large and have large
Preject = P(M5™ < Mata) the ; are small but also have larg@eject = P(NVG™ >
Mdata).
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Fig 7.1: Distribution ofP,ec; for the values ofM, (thick-solid line) and\; (thick-dashed
line) in function of multipole number. The horizontal linieslicate the 68%, 95% and 99%
CL contours.
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Fig 7.2: Alignments between pairs of multipoles of the three year WIMIAC map, as measured by the
maximum and minimum momentum estimators defined in [Egk.nEZal. In the top panel we plot the signifi-
cance of alignments which is color-coded as indicated ifegend box of the plot. Beject < 68% are plotted

in white). For each pair of multipoles a quadruplet of pralids to reject Peject IS given corresponding
to maximum (left-hand side doublet of points) and minimunmmeatum (right-hand side doublet) estimators.
The top doublet: circles and diamonds, represents the bildless derived using weights defined in Hg.17.8
and the bottom doublet: dots and triangles, representsrtibilities derived using a unit weightd(, = 1,

N¢ = 1). In the bottom panel we plot the distribution of the prederdirections of each multipole as indicated
by the numbers in the plot. The green (blue) dots indicatertagimum (minimum) momentum directions in
the northern hemisphere; the opposite directions are rdavi squares.



7.2. SEARCH FOR PREFERRED DIRECTIONS IN THE CMB SKY 129

Alignments: In Fig.[Z2 (top panel) we plot the distribution of alignmebttween pair of
two different multipoles < 20 and?’ < 21 as measured by the estimatdig,, and Ny .
For each multipole pair, we plot a quadruplet of “probaigiitof rejecting” Ereject) due to
relative alignment betweehand¢’ multipoles as derived from data and compared with the
MC simulations. The four probabilities correspond to: maxim(minimum)-momentum
estimator (Eq_Z14), with weights defined either in Eql 7a8gé circles(diamonds)) of as-
suming a unitary weightd1, = 1 and A, = 1 (small dots(triangles)). The combinations
of multipoles that yield the.cjece > 99.73% CL are marked in red. Multipoles that yield
99.73% > Preject > 99% are plotted in magenta. “Probabilities of rejecting” cepending
to 1o and20 confidence levels are plotted in green and blue respectardyprobabilities
below 1o significance level are plotted in white for cla
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Fig 7.3: Alignments between pairs of multipoles of the thyear WMAP ILC map, as
measured by the maximum momentum estimatGr— defined in EqLZI6. This defines a
slice through the matrix in Fig—4.2 withf, »—s.1. The68%, 95% and99% confidence
contours are plotted in the same color convention as in[E&). The simumations mean is
also plotted with gray, solid line.

Clearly the well known alignment between the quadrupolethadctupole is apparent
(bottom-left corner of in Fig—712) and is anomalous9at3% CL, however the estimator
accounting for the proper weights of the derived momentuaidgi a smaller significance
Of Preject = 98.87% which translates onto a chance 1:88. The orientation of #remized
momentum is found to b@, b) = (238°,69°) and(l,b) = (235°,63°) for ¢ = 2 and/ = 3
respectively which yields the angular separation of @filfcos(6°) ~ 0.994).

Interestingly, except for the pair,¢') = (13,20), there are no statistically signifi-
cant alignments detected via the minimum-momentum estirpatn particular we note an
alignment between neighboririg= 5 and/’ = 6, as detected via the maximum-momentum
estimator. The angular separation between the two axedys~013.8° towards direction
(I,b) = (155°,36°) for ¢ = 5, which remains in no special relation to the quadrupole
octupole alignment.

To complete the information gathered in the search in theobopanel of Fig’Z12 we

“Note that the white dots will not be seen in the plot.
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plot the spatial orientation of the most preferred diredion the first 21 multipoles of
the ILC three year data. In order to visualize the close atignts between multipoles of
which directions in the northern hemisphere are separateghty by 180° we plot both
the directions in the northern hemisphere (dots) and theesponding opposite directions
found in the southern hemisphere (squares). It should edrtbat generally the angular
separation of the maximum momentum directions and the mimimmomentum directions
for the same multipole is generally closeid .

In particular the close alignment betweér- 2 and/ = 3 is clearly seen for the max-
imum momentum test with angular separation of orfly:corresponding to a probability
of ~ 0.068% as inferred from the area enclosed by a spherical cap ofuapéit. Note
also a very close alignment éf= 5 and/ = 6. with angular separation of the maximum
momentum axes of only.7°.

Joint significance: We close up this section by performing a joint statistic dfadign-
ments between different pairs of multipoles. In order taugily quantify whether the mea-
sured degree and number of strong alignments are consigtbrthe GRF expectations we
combine the information about all measured alignmentsansingley? value using a full
covariance matrix estimates froij, = 2000 simulations.

We define they? value for the set of considered,,, estimators as:

Xtatyy) = (Mee) (Coor) ™ (Mypr) (7.10)
where
Coor = Cov(Myy, Myy) = <(J\4;;}““’i — (M) (M (M) >Sim (7.11)

where(M; ) is a vector ofMy, values ordered in afrmajor format. Of course for a GRF
the covariance matrix should be diagonal, however givemisoaopic noise (and in gen-
eral any simulated foregrounds) this need not be the casecon&rain thel,,., = 21
and hence the total size of th{@d/) vectors, including every combination of multipoles
pair, is 190. We analogically construct thg? values for the minimum-momentum es-
timator (V) and x? values for the case of unitary weights in these estimatofigiete
earlier. This gives in total foux? values, that for which a joint “probabilities of reject-
ing” are: {0.15,0.47,0.91, 0.82} for maximum-momentum (unweighted and weighted) and
minimum-momentum (unweighted and weighted) estimatspeaetively, which remains a
good consistency with GRF simulatioEsThis result indicates that the WMAP three year
ILC data do not violate the statistical isotropy or Gaussyaloy an excessive total number
and degree of an accidental inter-multipole alignmentsaésured in a broad range of mul-
tipoles. As was shown earlier this is not the case for thecesdepairs of multipoles. The
estimation of true oddity then must involve some prejudicprrs on which correlations:
i.e. between which pairs of multipoles are to be taken sslyoand which can be treated as

SWe usedNSim = 2000 independent MC simulations of probe the distribution oftthderlying probability
distribution functions of the simulategf values to derive these probabilities.
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unimportant. Of course such a prior seem natural in cas@sélt neighbouring multipoles
¢ =2andl¢ =3 or¢=>5and/ = 6, and seem unnatural in casefof 13 and/ = 20.

We note that the increased “probability of rejecting” ineas the unweighted minimal
momentum estimator is strongly build up by the contributiothe totaly? value from the
alignments between multipolés= 13 and/¢ = 20 (see Fig[ZR). This is clearly seen
when looking at contributions per degree of freedom, whickhis case yield as much as
Ax? > 10.

Generalizations: Of course, even in case of a Gaussian random filed simulagmme
accidental correlations between pairs of different maolég are expected. However an
analysis presented in the previous section, is not seasidicases where the inter-multipole
alignments span across range of multipoles, and where athath could result from the
same underlying process. Based on Eigl 7.2 however thisdeeem to be the case. Nev-
ertheless a more general statistic, optimized for jointsueaments of alignments spanning
over a range of multipoles could be an interesting extensidghe two-multipole case.

We also note that given the quantity defined in[EQ. 7.4, anddhesponding alignment
estimator defined in Eq._1.6 have somewhat limited freed@naiise we choose to max-
imize the M,, instead of the estimatav/, itself. It is possible though that the estimator
could reach greater values for the two, or in generalized &asa range of multipoles, at
cost of a slight decrease of ti\d, and M values, but covered by an increase due to larger
cos(£(My,;, My, )) factor. Analogical situation is possible with the minimiz&/; defined
in Eq.[Z% and the corresponding alignment estimafgr (Eq.[ZT). While an accidental
alignments are possible in an GRF, an accidental alignnadntsore than two neighbour-
ing multipoles are way less probaﬁ;eand hence such an extension applied to this is other
modified statistic could be introduced to further tests théstical isotropy hypothesis.

While we will also return to the more generalized statisticSec[7.B

7.3 Testing the “m-preference”

In this section we perform a search of the mode-to-mode milégris in variety of renditions
of the Internal-Linear-Combination maps using statistiefined in equation§ 4.2 abd1.3.
Our aim will be to test the stability of the alignments wittspect to different foregrounds
cleaning methods, which independently constrain the hgstoaimations of the intrinsic
CMB fluctuations.

7.3.1 Data

We choose to test and compare alignments in five differemitions of the WMAP CMB
data: the three-year and the five-year Internal-Linear-@nation mapsmm.,

®The situation is similar to eg. nuclear reaction rates whegerobability of an instant three particles fusion
eg. of two protons and neutron intgBle nuclei is thousands of times less probable than much megednt
channels of two particle reactions.
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|20.0.+;|£.Q.Ld_et_dll._20_(|)8) available at

http://lambda.gsfc.nasa.gov/data/map/dr2/dip/wmeyByr_v2.fits and
http://lambda.gsfc.nasa.gov/data/map/dr3/dfp/wmerbyr_v3.fits. We will call these maps
ILC3 and ILC5 respectively. We also compere the five yeaii@diof the Wiener filtered
map provided by Max Tegmarls_(legma.Lk_ek E.L_d003) available
http://space.mit.edu/home/tegmark/wmap/wienensyap.tits which we will refer to as TOH5.
Finally we analyse the so-called harmonic internal lineanbination map (HILC5) avail-
able ai http://www.nbi.dk/ jkim/hilc/HILC5YE€mo.Titr;MI. 8) and the five year
KQ75 cut sky version of the inverse noise coadded map frorv ttlgannel [(Hi l.,

) which we will call V5. We convert these data into theesjdal harmonics space and
extract the multipoles from = 1 to ¢ = 6. This is the range within which we will seek for
the mode-to-mode alignments. In the following we descriveheof the considered data in
more detail:

ILC3 and ILC5 The WMAP Internal Linear Combination method is a model iretep
dent, self contained method of estimating the pure CMB camapbfrom the foregrounds
contaminated maps by a regional variance minimization eflitear combination of one
degree pre-smoothed multi-frequency observations. Tineipal idea is to exploit the fre-
quency dependence of the foregrounds component and freguem-dependence of the
CMB component. The analysis is performed in separate reg®olusively, which are de-
fined according to the spectral properties of the foregrswerdissions. The regional anal-
ysis with sharp boundaries however leads to apparent discities of a resulting map.
Also the method itself leads to a somewhat biased estimateedfue CMB with variance
ocmMB > orc due to arbitrary non-zero covariance between the foregi®and the CMB.
This bias in the post-processing is accounted for stadibfiin each region individually.

Since the frequency band maps are pre-smoothed to a comsauatien of one degree,
the resulting map has an effective resolution of one degrbéé&h when compared to the
resolution of the WMAP radiometers-(0.22° for W band) is rather sub-optimal.

It is also important to note that given that the area outdigeKp2 galactic plane cut
is treated as one single region, the minimization of a vagan such a large ares might
lead to somewhat inaccurate results since the foregroumdssiens may in general vary
spatially, although the initial division of sky into regi®nvas performed exactly regarding
the spectral properties of these emissions. Also, giventhligavariance minimization is
performed directly in real space, the higimultipoles of the map ultimately receive too
much weight, relative to the amount of CMB signal they camy ¢he amount of the noise
by which they are dominated, as compared and the amount &ftie variance carried by
the lower multipoles.

V5 As mentioned the V5 data is the foregrounds reduced vergitdreanverse noise co-
added (see Sectidn_B.3) map using the five-year observdtiamsthe V1 and V2 spectral
channels of the WMAP. The map is basically divided into twgioas defined by the masked


http://lambda.gsfc.nasa.gov/data/map/dr2/dfp/wmap_ilc_3yr_v2.fits
http://lambda.gsfc.nasa.gov/data/map/dr3/dfp/wmap_ilc_5yr_v3.fits
http://space.mit.edu/home/tegmark/wmap/wiener5yr_map.fits
http://www.nbi.dk/~jkim/hilc/HILC5YR_smo.fits
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part of the KQ75 sky mask and the unmasked part. The KQ75 slgk mmaturn, which

is used in this analysis, is obtained via combining the tiokked, one degree smoothed
foreground templates from the K and Q bands at the leveleffettively leave 75% of the
sky unmasked. The foregrounds template for each band irigwibtained either from the
three-year version of the ILC map (ILC3), which is a goodreate of the true CMB signal
at scales larger thaih®, or from modelling foregrounds based on external obsemati
The foregrounds reduction outside the KQ75 sky region isopeed by subtracting the
foregrounds templates for the synchrotron and free-freisgoms estimated independently
from observations of the 408MHz radio continuum emissl.o.a.s{jﬂm.eLAl]._]&éZ) and the
all sky H,, observations of thl?_ELn_kb_e_uhelr (24)03) respectively. Ferdust template the 94
GHz radio emission model JJLEIﬂkb_eLn.er_e{ MQQQ) is usEae point source emission
was effectively masked out using point source detectiomadio and X-rays observations

of IStickel et al. | 19d4)l Hirabayashi_et| le_(zbob);_KUﬂhtaﬂth%JL);ﬁﬂéstanm_eﬂal.
(2001); Perlman et Al (1998): L andt ef al. (2001).
The main drawback of these maps as discussid in Delabretiie tZ)QIB) is that the

regions inside the Galactic plane are heavily contaminated after foregrounds template
removal, which give more priority to cleaning the high ladie regions in order to obtain
relatively clean CMB maps, which when masked with the eg. B&€ky mask will be suffi-
ciently clean to constrain the CMB power spectrum in thetlmhhigh multipoles. Outside
the region defined by the sky mask, the foregrounds remoealracy is model dependent,
and as such imperfections of the model will be imprinted aglteal foregrounds. As a re-
sult in the limit of low multipoles large differences shoudd expected between these maps
and other full sky CMB map estimates. The noise and smootbingerties however are
very well known of which statistical properties are easy $sems via appropriate Monte
Carlo simulations.

TOH5 In order to obtain the TOH5 map the five-year observations filoe five spectral
channels were combined into a “cleaned” maps and wieneafite the spherical harmon-
ics space by multiplication of each of thg,, coefficients of the input “cleaned” map by the
Wiener filter kernel:#ﬁw in order to obtain the TOH5 maps,, coefficients, where the
by is the instrumental beam transfer function and ¢heand N, are the constrained CMB
and noise power spectra respectively.

The foregrounds reduction is performed by linear combamathap variance minimiza-
tion which is performed independently for each multipolel &xclusively in 9 selected,
different regions in the sky which are defined according ® tpectral properties of the
cross-band difference maps.

As a result the cleaned, filtered map has an optimal resalofithe WMAP W channel,
which is approximately four times better than the resofutd the ILC3/5 maps. It should
be noted that the Wiener filter can only be adequately apflibé shape of the underlying
power CMB power spectrum is known: i.e. if it is constrainesing other methods (like
pseudo€’, method).
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HILC5 The HILCS data is obtained from an implementation of thedooends removal
method, based on variance minimization, where the weigéfficaents are allowed to vary
smoothly across the sky, which solves the discontinuitie®lpms of the ILC3/5 maps,
however the spatial resolution of these coefficients is ttamed by the maximal cut off
scale multipole of,,.x = 15, which possibly constrains the ability to resolve the srhoot
galactic emissions of angular sizes smaller than the afeeeingular size to which multi-
poles ofl < 15 are sensitive (roughly2°).

Due to deconvolution of the single band maps by the instraah@eam prior the clean-
ing process, the resulting map has increased power in thiedifarge multipoles as com-
pared to the TOH5 map, and the variance minimization proisegdgven mainly by mini-
mization of noise rather than foregrounds.

7.3.2 Statistics

We perform the statistics as defined in equationl 7.2[addi23for each mode indepen-
dently, we look for such orientations of the map, so that thewnt of power in that mode is
maximized. For each maximized mode we record the correspgrmiirection maximizing
the power in that mode and store it for further tests and fanmarison purposes.

We perform the search by rotating the maps in the real spatmaasuring the amounts
of power absorbed by a given mode in spherical harmonic spdeeise the search direction
density corresponding to the Healpix pixelization schefiresolution parametet, = 128
which yields the approximated pixel size and consequeh#ysearch accuracy of about
~ 0.45°. The maps are generated in the resolutign= 64.

For each pair of mode best fit orientatiais we calculate and compare the angular sep-
arations. We also maximize according tolegl 7.2 to deriveetbss-multipole alignments.
In the next sections, we present the details of these seardlseuss them and consider a
approaches to significance analyses and their generatizati

7.3.3 Results

In table[Z1 we present a compilation of the results obtafnem the statistics defined in
Eq.[Z3 using the considered data set. Note that for the datipale there exists the exact
degeneracy as it was mentioned in Sedfioh 7.1.

Firstly, we notice a strong competition between differeides in terms of the amount
of the absorbed power towards different directions. Theeclalignments between differ-
ent modes is visualized in figurEs17.6 7.7 and also insBBB[7.B an@714 where the
alignments within10° are highlighted in blue. For completeness we also highdigtihe
perpendicular alignments that are greater t#@hin green. Note however that the perpen-
dicular alignments have additional degree of freedom dverparallel alignments, and as
such it is expected, and indeed observed, that they will@ppwre numerously than the
parallel ones. Also, in order to ease the comparison betw#fement data and modes, we
present graphically the distribution of the accumulatedrain figure Z.B.
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Alignments: Itis clear that some well known close alignments are foundiffierent ren-
ditions of the CMB observations. Most notably, the consistarough all data sets are the
close modes-to-mode alignments between:as; and the well known sectoral harmonics
alignmentasz-ass, which both yield angular separation less tH@f. An exception is the
HILC5 map in which the alignment of these modes is larger th&nn both cases, and in
case of paingi-a3; the separation is as large @%’.

The higher modes also yield some close alignments. In péaticthe previously re-
ported irLLa.n.d_&_M.a.gu.ede_(mD_kb) alignment betwegp-a4 which is additionally aligned
with pair theass-ass, is confirmed. All of these modes lie roughly in directifhnb) =
(250°, 50°) within accuracy of about5°. This feature of preferring roughly the same ref-
erence frame by independent within the GRF hypothesis mades found to be unusual
and the direction itself is dubbed the “axis of evil”.

It is interesting to see whether the difference between #ta gets are strongly multi-
pole or mode dependent. To see this we consider the stanelaadidn of differences of the
orientations obtained from different data sets. In Eiglwedplot the standard deviations of
differences taken in all 10 possible combinations of pairdata as a function of a mode.
Note that while the differences between renditions of thedmund cleaned maps range up
to roughly50°, as measured by the standard deviation, the differenceébdanost aligned
modes: i.e. for the pairs,;2-a33 andayg-as3 and also partially foto, andas; are very small
ﬂ. The latter ones are only small for the case when the V5 datatisonsidered cross-data
in calculating the dispersion of the preferred separatamrsss different data-sets. In fact,
given that the V5 data, are extensively masked, they shonildb@, trusted to be reliable
in the limit of the largest scales, and are presented hetkjrawhat follows, only for the
comparison purposes.

Although the existence of the alignments seems to be obviodifferent data sets,
given the notes put in secti@n¥.1, the question of whichiqdar axis of evil is preferred
seems less obvious. Namely, the modegsass, which absorb a very large fraction of the
total quadrupole and octupole power respectively in anepred reference frame oriented
towards~(l,b) = (240°,50°), very strongly compete with the more zonal-like modes
andas; which absorb almost the same fraction of the total quadeupod octupole power
but in an completely different reference frame, orientegtaimls ~(7,b) = (115°,15°).
This has also been realized.ln.La.n.d.&.Ma.gﬂelijg_dOO?) and efEsned as as instability.
Given however that thes; mode is dubious in light of the fact that different foregrdun
cleaning methods lead to a results which give larger unoéiga between the data-sets, as
compared to the aforementioned sectoral mode pai-d¢s3), and also given that they
values are slightly larger for that pair, tentatively the&isof evil” as unveiled by the maxi-
mal momentum analysis (sectibn 712.1) seems eventuallg preferred towards direction
roughly ~(,b) = (240°,50°) over the direction preferred by the zonal harmonics pair.

"The dispersion withims; is actually abous0°, while the dispersion fors; is large only when the V5 data
are considered.
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Figure 7.4. Cross-data-set consistency check. For gaghvalue we plot with black dots

(blue triangles) a standard deviation of all 10(6), pogswithin all considered (all but V5)

data maps, combinations of angular separations betweetiriations most preferred by a
given mode. Note the differences between the curves regutom inconsideration of the

sky-cut V5 data which is most unreliable in the limit of theglest scales.

Alignment reconstruction degeneracy: It is important to mention the issue of certain
degree of degeneracy of the statistics as defined illHq. 7e3rirs that the resulting max-
imized value ofr,,,, (i*) may actually be one of many possible solutions, which howeve
will drastically differ in regard to the corresponding pakd axis orientation. In order to
visualize this, as an example, in figlirel7.5, we plot the mapef,,,, (i) coefficients over
which the statistics maximize to find the final solution. Nibtat the maps have a point sym-
metry resulting from the fact that the maximal possible armtween two axes i80°. We
recall that according to our convention we consider onlytsmhs in the northern galactic
hemisphere.

Note that, as indicated in panel d) of the figlitel 7.5, conttarywhat it would seem
from the panel b), there is a substantial difference in thpliénde of ther,,,, coefficients in
the series of maximums, and hence the maximization doe®aost Isignificant alternative
solutions in this case. However as shown in the panel c) smet the case for some of the
modes of the lower multipoles. It should be noted howeverithgeneral, the alternative
solutions could also be accounted for in the analysis devotéhe searching the alignments
and appropriately accounted for in the significance analygiweighting eg. by the amount
of absorbed power: i.e. by, ().

These issues has also been previously pointed (]Lul_Ln_La.mw tﬂ)ﬂb).

7.3.4 Significance and generalizations

Although we have not studied the issue of the statisticali@ance of the alignments, we
defer this analysis for a future work. For that purpose weshmplemented an parallelled
algorithm for the general search of the preferred direstiarhich can be run on an arbitrary
number of cluster nodes, allowing thereby for speeding egsitnificance assessment.
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a) ILC5: ro1 () b) ILC5: 731 (A1)

. .
3.7E-06 4.7E-01 9.4E—01r,, 3.6E-06 4.6E-01 9.1E—01ry,,
c) thresholded ILC5r9; (1) d) thresholded ILC5tr3; (1)

Mim "im

e) ILC5: 799 (fl)

. .
4.7E-06 4.7E-01 9.4E—0lr,, 1.2E-05 4.6E-01 9.2E—0lr,,

Fig 7.5: Distribution ofr,,, (i) coefficients (Eq7]3) derived from the ILC5 data. Note that
the thresholded maps indicate that for the low multipolesgbssible degeneracy in due
to multiple directions yielding a very high valuesof, (i) in their own reference frames,
may mislead the alignments analysis if not properly acaadifior (panel c). The effect
for higher multipoles (eg. panel d) the degeneracy appeabe tsmaller, although more
solutions with close values of;,,(ii) are possible. The distributions in panels e) and f)
visualize the well-known quadrupole-octupole alignmerdbbem. Note that in this case
there is no degeneracy and there exist only one solutiontbeerntire hemisphere.

In the following we would like to point out a few generalizais that have not yet
been pursued. It would be interesting to question the saamtie of the alignments in an
analogical manner as it was put in section 4.2.1. For thgiqa& an estimator should be
defined equivalent to the one defined in equdiioh 7.6. We geadollowing mode to mode
alignment estimator:

Repormy = T om (0% - 7 gy (BY) (7.12)
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where

ﬁ*
T o (DY) = 74, (AY) (7.13)

bl

and the full covariance matrix is defined as:

Conem vy = Cov(Remprmy s Rover vr)

= (Bt — (Roit) (B e — (BiiLae)))

(7.14)
The corresponding? test would take into account all possible alignments anit thag-
nitude, proportional to the,,, value, and quantify over a range of considered multipoles
whether or not the field yields consistency with the GRF etgqigms, avoiding the prob-
lem of the operating only on an maximized statistics giverElpy{Z.2 and the problem of
ambiguity of closely competing modes mentioned earliee pioblem of the multiple also
strongly competing solutions though should require a sg¢pattention.

Finally, following the idea introduced in secti@n 7]2.1 everther generalisation is
possible by changing the statistic to maximize the alignnmestimator itself Rg,00m7),
rather than they,,, values.

Maximum power test Additionally it could be interesting to introduce a new jostatis-

tics based on results from the m-preference search. If éhéses an significant m-preference
in power distribution for some reference frames, then thal fpower as measured by the
“maximized variance map” synthesized from thg coefficients (Eq—7Z13) should be statis-
tically larger than the one obtained from GRF simulationiserEfore measuring a quantity:

émax

Olax = 2 005 where,
i=>
(7.15)
gt - %Zhlmp

could in principle be also sensitive to this kind of anomalidote that such defined estima-
tors are completely independent from the underlying powecsum properties, and hence
from the point of view of Monte-Carlo simulations any largake discrepancies from the
ACDM model have no impact on the results of the question of thiéstical isotropy. We
defer the implementation of this test for possible futurekvo



ILC3 ILC5 V5 TOH5 HILCS

# ¢ m |l[deg] b[deg] 7w [%] l[deg] b[deg] 7 [%] l[deg] b[deg] 7. [%] I[deg] b[deg] r.m (%] I[deg] b[deg] r¢m [%]
1 1 0 |206.0 383 100.00 350.8 63.1 100.00 200.0 37.9 100.00 23246 6 100.00 3558 19.8 100.00
2 1 11477 173 100.00 81.6 39.1 100.00 2946 5.7 100.00 108.3 3 78.100.00 93.2 195 100.00
3 2 0|333 33 93.58 3336 24 92.18 149.8 5.7 82.97 3329 4.8 696.0152.9 0.0 82.80
4 2 1 |110.7 126 93.09 1135 17.6 94.38 21 25.6 99.12 1153 20.4 .9589 109.3 10.8 99.10
5 2 2 ]23.1 690 93.11 239.1 60.4 94.39 2459 430 99.09 236.6 55.89.99 2424 739 99.10
6 3 0 ]148.0 9.0 65.17 1473 9.0 64.83 90.7 21.7 71.86 15.8 279 16431498 7.5 69.20
7 3 1 |116.0 148 91.30 116.0 14.8 91.06 126.9 24.6 82.70 50.6 28.32.449 1185 145 93.42
8 3 2|2088 93 72.62 208.8 9.3 72.36 2176 1.2 92.75 209.2 126 9962. 2095 5.7 73.10
9 3 3 |236.6 627 91.74 236.6 62.7 91.94 2523 551 68.20 240.2 61.86.55 236.7 61.6 90.84
10 4 0 | 2585 446 77.32 2592 446 76.06 2025 224 71.86 259.1 45.0/2.84 257.3 434 81.76
11 4 1 2282 350 90.07 2289 34.2 90.24 29.2 1.8 76.84 227.8 36.0 .6588 2275 335 83.36
12 4 2 |196.2 582 80.87 197.3 58.2 82.33 241.2 117 87.34 196.9 61.83.60 2398 5.1 81.16
13 4 3 |3357 253 72.25 77.0 15.7 73.06 336.8 21.7 85.67 73.8 14.2 5676 3329 26.6 76.60
14 4 4 |116.7 31.0 64.82 116.7 31.0 64.73 1209 111 64.48 116.0 28.39.58 1245 27.6 59.35
15 5 0 |23.9 39 62.43 236.9 3.9 62.40 209.2 37.9 63.98 237.3 54  4856. 2394 438 61.64
16 5 1 |257.7 438 57.01 257.7 4.8 56.51 196.0 555 74.07 258.4 4.8 0858. 259.4 6.3 65.49
17 5 2 |1308 2.7 66.46 350.2 29.0 65.44 78.4 18.2 76.08 130.4 3.6 7667. 1329 2.1 68.65
18 5 3 |264.0 481 85.75 264.0 478 85.95 268.8 47.8 82.82 264.8 47.81.22 264.7 48.5 90.84
19 5 4 1730 51 64.81 173.0 5.1 65.12 166.6 2.1 77.14 171.2 6.6 776.0111.8 37.5 67.65
20 5 5 | 1546 442 37.58 1546 44.2 37.69 327.7 29.0 59.16 162.2  49.37.66 159.2 555 42.90
21 6 02619 30 52.73 2619 3.0 53.54 280.6 29.0 66.39 278.8 31.4 .4554 357.2 478 54.43
22 6 12696 17.6 78.17 269.6 17.6 78.14 2714 148 76.71 269.3 17.9/5.93 19.4 43.8 75.46
23 6 2 |68.2 211 68.54 68.2 21.1 69.48 309.9 4338 66.82 70.3 21.7 3167. 314.6 44.2 68.84
24 6 3 |2426 36.0 56.96 2422 35.7 57.09 121.3 6.6 68.96 120.6 1.8 .8461 2440 353 55.39
25 6 4 |3161 96 61.12 316.1 9.6 60.51 218.3 335 79.55 316.1 10.8 .2666 218.3 40.2 50.14
26 6 5 |1554 21 55.72 208.3 60.1 56.58 2123 105 64.76 203.6 59.76.376 158.2 2.1 56.11
27 6 6 | 1575 383 79.84 157.8 39.5 78.95 1789 9.0 57.44 160.3 36.80.447 157.2 395 85.62

Table 7.1: Comparison of the different renditions of the WRIregrounds cleaned CMB data in terms of the mode-to-mhgienaents. Note the perfect
degeneracy between the two modes of the dipole component.
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Fig 7.6: Mode to mode angular separation. Maximum power-imede (;,,(1*)) align-
ments comparison in the ILC3-ILC3 (top panel) (below diagpnand ILC5-ILC5 (above
diagonal) data, and (bottom panel) ILC5-ILC5 (below diagiprand V5-V5 (above diago-
nal) data.
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Table 7.2: Mode to mode angular separation. Maximum power-imode {,,, (i*)) alignments comparison in the: ILC3-ILC3 data (below diaajp and
ILC5-ILCS data (above diagonal). The alignments bel®% were highlighted in blue while the orthogonal alignmentssQ°) were highlighted in green.
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Table 7.3: Mode to mode angular separation. Maximum power-imode {7, (i*)) alignments comparison in the: ILC5-ILC5 data (below diagjp and
V5-V5 data (above diagonal). The alignments beldv were highlighted in blue while the orthogonal alignmentsg80°) were highlighted in green.
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| 1 1 2 2 2 3 5 6 6
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1 0 0.0 55.9 80.9 629 4.2 42.8 78.6 39.3 81.0
1 1 826 00 45.6 7.0 51.7 89.5 58.9 17.4 5 29.81.7 57.5
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2 1 66.8 16.2 437 0.0 58.7 83.1 54.0 149 5 23.878 52.8
2 2 67.0 308 896 469 00 45.7 81.6 41.3 839
3 0 425 57.2 27.9 429 851 0.0 35.9 830 103 38.2
3 1 57.6 253 345 9.2 56.1 36.3 715 30.4 73.7
3 2 48.9 63.1 64.8 78.0 37.3 59.7 57.1 25.6 59.6
3 3 61.0 36.5 838 525 6.6 88.9 78.3 36.780.4
4 0 82.9 15.6 74.7 316 15.9 72.4 82.8 556 809
4 1 52.7 45.6 74.9 61.8 149 80.7 67.5 26.0 69.7
4 2 65.3 333 875 494 40 88.6 44.4 22.2 46.9
4 3 32.0 60.0 17.3 443 898 11.2 86.8 514 847
4 4 56.8 31.8 34.2 17.6 61.0 25.6 46.3 876 445
5 0 72.2 330 875 478 164 898 75.2 33.7 77.2
5 1 86.3 13.2 71.4 28.8 194 70.3 83.4 55.0 814
5 2 51.1 40.2 29.9 25.9 69.1 17.1 34.6 73.9 334
5 3 89.0 8.5 68.2 24.6 223 64.5 77.0 61.5 75.0
5 4 66.0 18.9 428 55 49.0 38.6 19.6 34.6 219
5 5 62.7 67.7 53.3 584 871 257 0.0 418 25
6 0 45.5 85.0  46.6 71.7 70.5 28.9 243 75.2 61.6
6 1 334 735 504 894 441 50.9 55.0 65.7 71.0
6 2 50.1 41.9 29.3 27.6 70.7 154 34.6 46.7 898
6 3 73.9 286 850 439 127 858 86.9 831 406
6 4 52.7 54.4 711 69.7 28.1 68.5 64.9 68.8 30.4
6 5 37.0 65.5 275 508 863 86 26.7 0.0 43.9
6 6 34.1 64.4 23.6 492 866 9.2 30.4 3.9 0.0
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Table 7.4: Mode to mode angular separation. Maximum power-imode {;,,, (11*)) alignments comparison in the: TOH5-TOH5 data (below died)o
and HILC5-HILC5 data (above diagonal). The alignmentswel6° were highlighted in blue while the orthogonal alignmentsg0°) were highlighted
in green.
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Figure 7.8: Results of preferred reference frame searcbadh panel, for each of the con-
sidered data we plot the distribution of power accumulateddividual modes as described
in table[71.
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Chapter

Tests of the Poincardodecahedral
space topology hypothesis

The matherial presented in this chapter was published iroAsimy and Astrophysics (Lew
& Roukema 8) as a follow-up paper to the Roukema em)zo

8.1 Abstract

It has been suggested by Roukema and coworkers (herea#grthid the topology of the
Universe as probed by the “matched circles” method usingfiteeyear release of the
WMAP CMB data, might be that of the Poincaré dodecahedatsPDS) model. An ex-
cess in the correlation of the “identified circles” was reépdrby R04, for circles of angular
radius of~ 11° for a relative phase twist 36°, hinting that this could be due to a Clifford
translation, if the hypothesized model were true. R04 dichoavever specify the statistical
significance of the correlation signal.

We investigate the statistical significance of the signalgidonte Carlo CMB simula-
tions in a simply connected Universe, and present an updetalysis using the three-year
WMAP data. We find that our analyses of the first and three yeRtAR data provide
results that are consistent with the simply connected sptaeconfidence level as low as
68%.

8.2 Introduction

If the topology of the Universe were multiply connected, ppased to simply-connected,
and if the comoving size of the fundamental domain (FD) wemnalker than the comoving
distance to the surface-of-last-scattering (SLS), thehduld be possible to detect repeat-
ing patterns in the CMB fluctuations using full-sky data offisient signal-to-noise ratio.
These fluctuations would be those lying along pairs of circlefined by points of inter-
section between different copies of the SLS in the coverpars I(.CQLﬂiS.h.Qt.bLlQ.dSb).
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These patterns although found in different directions efgky, would constitute so-called
“matched circles”, as they would represent the same pHysigats, but observed from dif-
ferent directions due to topological lensing.

While this principle is true for any 3-manifold model of spadhe number of pairs of
“matched circles” or their sizes and relative spatial dadions, as well as their handed-
ness, or phase shift, depend significantly on the assumedn#atd and its topological
properties, thus providing a way to observationally dgtish between models.

While the positive correlation signal from matched pairsxpected directly from the
metric perturbations, via the Sachs-Wolfe Effel.ct_(.S.a.th_&I.d\/L'lﬂﬁi’), there are many
other cosmological effects (e.g. the Doppler effect, theedrated Sachs-Wolfe Effect
(IswW)) ilsunz_eLal.]_Z)dS), astrophysical foregrounljs_(mn_er_al.]_mib) and instru-
mental effects that constitute noise, from the point-@&aviof a matched circles search, and
the magnitude of the effects depends on the angular scale.

Although the CMB data have been analyzed to detect topabtgasing signals since
the availability of the COBE dat@ 00), the i@eaf the WMAP observa-
tions has provided full-sky data of unprecedented accuaadyresolution, opening up more
promise for direct tests of the topology of the Universe haiigh the “matched circles” test
is straightforward, it is limited due to noise and FD sizestaaints. Additional theoretical
predictions can be used as independent tests that invadgicpions of CMB temperature
and polarization fluctuations for the case that the Univéssaultiply connected, both in
real and spherical harjnonic spaces, or topological eftectbe CMB power spectrum (Au-
rich et al. ) IS; Riazuelo

: n e m l.,
h998h{ de Oliveira-Costa & Smbét. 1595, Kunz ot al._bdosminet et 2| 2003; Niar-
chou & Jaﬁe@@bm @) Although a successful

“matched circles” test would provide strong support for thaverse being multiply con-
nected, no statistically-significant evidence has beend Iljbitﬂal.,
Roo?).

In |B.Q.uk&ma_et_£lll_(20_b4) we performed a “matched circlestcteasing the first year
WMAP ILC map tB.enn.eLt_eLilllLﬂ)be) and found an excess latioa, which one would
expect under the PDS hypothesis for circles of angular radii11° with centers towards
(1°,b°) = {(252,65), (51,51), (144, 38), (207, 10), (271, 3), (332, 25)} and their opposites
(Fig.B3).

In this present work we have two key objectives. We revigiisthresults, verify the
existence of the excess correlations and quantify thdisstal significance. Secondly, we
update the search with the WMAP three year data release)ceitteo probe three different
resolutions (smoothing lengths) and define the detectiotiid®nce thresholds. We also
discuss the effects of underlying 2-point correlationspsthing length and incomplete sky
coverage on the value of correlation coefficient.

In section[8B we introduce the datasets used in the analysiside details of their
preprocessing, and describe simulations that we use toleteng statistical significance
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Fig 8.1: Visualization of the matched circles solution nepd inIBQ.ukﬂm.a_eLlall._(ZjM) and
reproduced to constrain its statistical significance, @letted on the first year ILC map
masked with Kp2 sky mask.

analysis. In sectioh 8.4 we introduce the details of thestied being performed and our
confidence-level analysis. Results are presented in sd&flo We conclude in sectidn8.8.

8.3 Data and simulations

We perform a “matched circles” search using two sets of d&tastly, for the sake of
compatibility, we choose the same data als_'Ln_RQ.ukemal EIL(MJQZ— i.e. the first year
WMAP ILC map.

The topologically interesting signal generally dominatesr the Doppler (and other)
components on large scalés_(Biazu.eI.o_léd_al._dOO4a): tlasmstivation for using a large
smoothing length. However, extended flat fluctuations tlaatplen to have a similar large
scale trend can lead to false positives on large schlﬁ.(.&ﬁi},lﬂQQ'?). This implies a
trade off in the choice of the smoothing length of the datayben large smoothing lengths
preferred by the topologically interesting content, an@dismoothing scales which avoid
false positives induced by chance correlations of extefidefiuctuations.

We choose to test three different smoothing scaldd’ H M = X\ € {1°,2°,4°}.

The ILC map was obtained from a linear combination of one @@gmoothed maps in
the five frequency bands, by inverse noise co-adding thentehiés resolution is consistent
with a one degree smoothing scale.

We further Gaussian smooth this map in spherical harmomicespy convolving it with
Gaussian beam response kernels of FWHM correspondiryj amd 4° respectively, to
obtain the first set of data for matched circles tests.

Secondly, we choose the three year foreground reduced WNaddP fcbm individual
frequency bands Q[1/2],V[1/2] and W[1/2/3/4] and co-addnthinto one map, according
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to the inverse noise weighting scheme usdd_ln_l:l.ins.ham] &maﬂ:). We call the resultant
map the “INC map”. We smooth the INC map using a Gaussian dotwo kernel to four
different FWHM smoothing lengthss € {0.5°,1°,2°,4°}.

We downgrade all data from the initial resolution defined lby Healpix pixelization
scheme'.(ﬁ.ﬁkaeLbL_ﬁOS) with resolution parameter 512 (res. 9) to a resolution pa-
rameter ofns = 256 (res. 8). We remove the the residual monopole and dipole oaergs
(¢ = 0,1) in spherical harmonic spﬁebecause these components are of no cosmological
interest. At the final stage of preprocessing, we removedsieual monopole by offsetting
the maps in real (2-sphere) space so tfigt= 0 outside the Kp2 sky mask.

Throughout the analysis, i.e. for both the ILC and INC mapsuse the Kp2 sky mask,
which masks- 15% of the sky including the brightest resolved point sourdése Kp2 sky
mask is different from the sky mask used li.n_RQ_ukem.a_lE‘Lal.A)ZOWhile the ILC map
is best suited e.g. for the full sky low multipoles alignmanglysis, for the purpose of the
matched circles test, the residual galactic contaminatimuld be masked out, although we
realize that the use of the Kp2 mask may be too conservativepp.[B.6P we compare the
impact of different sky masks and demonstrate that our tesu not very sensitive to the
precise characteristics of the sky mask.

For each of the two data sets, we prodig,, = 100 realistic Gaussian random field
(GRF) signal and noise simulations of the WMAP data to qiatlie statistical significance
of plausible detections, to discard false positives, angésolve the2o-confidence levels.

Therefore, for the first dataset we simulate the first year th&p, inside “region 0”
defined outside the Kp2 sky maskLoLB.enn.ett.ét'.a.l_(ZbOBb),fanntﬂ]e second dataset we
simulate the three year WMAP INC map.

As will be shown in Secf 814, the matched circles corretatioefficient depends on the
monopole value in the map. Also, in principle it is sensitivehe shape of the two-point
correlation function, since the correlator is a two-poitatistic, by construction, and so it
becomes a measure of the underlying intrinsic two-pointetations in the CMB (albeit
via a specially selected subset of pairs of points on the medtcircles). Therefore it is
necessary to take into account possible variations in tlkenlying two-point correlation
function with varying angular separation, which if not peoly accounted for in simulations
may lead to under(over)-estimation of the confidence ldweisholds.

Given that the concordance best fit LCDM cosmological md%tgﬂl.&t.ﬁlll__ﬂlb?)
yields a very poor fit to the CMB data at large angular scales,td lack of correlations in
the two-point correlation function of the data with respiecthe LCDM model at scales
60°, and that the correlation statistic is sensitive to theitdat&the intrinsic two-point CMB
correlations (and in particular to any large scale anorggliwe do not assume the LCDM
model to help create our simulations. Instead, we take a hiodependent approach. As
the CMB reference power spectrum in our GRF simulations eftkpected signal, we use
the reconstructed power spectrum from the three-year WM#R h:ﬂnshasme[.ikl....ZOb?)

!Since the residual WMAP maps foregrounds are strong, wemerthis step using the Kp2 sky mask to
keep the compatibility between the data and simulations.
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E. Furthermore, we neglect the effects of cosmic variance,caty randomize the phases
(and noise realizations) in our simulations. We removedhe, ; (i.e. the monopole and
dipole) components from our simulations.

We use the same set @f,,s representing the CMB signal for a single simulation of the t
datasets, followed by convolution with instrumental beaofifes.

For each differential assembly (DA), we simulate the noiseoeding its properties and
scanning strategy (number of observations per pixel in majplg uncorrelated, Gaussian
noise.

The simulations are preprocessed in exactly the same wag abservational data. We
neglect the impact of the (resolved or unresolved) pointaEsuwhich is negligible, since
we apply relatively large smoothing and use the Kp2 sky maskhe analysis.

In Section 8B, we discuss the sensitivity of our resultdeodegree of smoothing, the
sky mask applied, and the assumed statistical approacleategrdetail.

8.4 Statistics

We describe our correlator statistics, parameter spaagsiseptimization and approach for
assessing the statistical significance.

8.4.1 Matched circles test

Asin IQQmiS.h_eLAI.I.CZOJM) and Roukema et El_d?004) we useralation statistic of the

form

(Tim;Tym;)

S =2
(TPmimg) + (T7mimy)

(8.1)

where the index defines a set of all points in the “first” set of six circles tethto the
orientation of a fundamental dodecahedron; ingexthe set of corresponding points along
the matched six circles; and,;, m; are cut sky weights of the Kp2 sky mask, which can
have a value of eithey for a masked pixel ot for an unmasked pixel. Clearly, perfectly
matched circles would yield = 1, which, due to non-zero noise contributions, is not
possible in reality.

The dispersion of the correlation coefficient as defined infEH is statistically en-
hanced in the small circles regime, due to the joint effedhefreduced number of points
probing the matched circles as compared to larger circtesatcidental correlations of
large (w.r.t. the smoothing scale) flat fluctuations thatpespto have similar (or opposite)
large scale trends, as well as due to the fact that the r.ralses necessarily shrink (down
to zero in case of zero mean fluctuations) for circles of smapmarable or smaller than the
smoothing length.

%In the high! end (noise dominated range) of the reconstructed powetrspecthe unphysical negative
values are zeroed to have a zero contribution to the tot@nee of the map. This approximation has a negli-
gible effect due to small statistical weight of the large lltipoles, and large exponential Gaussian smoothing
that we apply to the data. In practice, this approximationdnaegligible effect on the variance of the resulting
simulation. Moreover, it can at most only make our analysiserconservative.
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As shown in SecfZ8l5, this reduces the ability to robustkgreine the degree of con-
sistency or inconsistency of data with simulations, dudédfinite accuracy of the values
and significant steepening of confidence-level contourkigregime.

We note that the5 statistic value would tend to unity, regardless of the shafpine
underlying CMB fluctuations, as the monopole increases énGMB maps. One could
expect a similar effect for the dipole component, for smiadlles. This effect would affect
the simulations and the data to the same extent. The sdfysitithe test would however be
significantly weakened and as such we remove the monopoldipal components from
the datasets for the analysis, and defer study of the imgamther small/ multipoles to
sectio8.b.

8.4.2 Parameter space

We perform a resolution-limited, full parameter-spacerdeaver the orientation of the
fundamental dodecahedron, and over a limited range of ##ifokd circles sizes of up to
20°. The parameters are defined as follows:— galactic longitude and latitude of the first
circle, g — the angle of rotation of the dodecahedron about the axesdéted by(l, b), a

— the angular radius of the matched circle, anrdthe twist parameter defining the relative
phase offset of the matched circles.

We use the following parameter space:

I e [0°,72°)

b e [26.57°,90°)

g € [0°,72°) (8.2)
a € [1°,20°]

s € {-36°0°36°)

The boundaries iifl, b) conservatively cover a larger region than the one twelftthef
sphere from which a “first” circle centre can be chosen naluneantly. The range of angle
g is 72, to cover all possible orientations of the fundamental datedron for a chosen
“first” circle centre. Values larger thar2® would yield the same set of 12 circle centres as
a rotation by that angle modul®2°. The interval in circle size is chosen to be roughly

symmetric and centered about the value suggested IJ:;LR.o.ukﬂma_elthl_(’iOM). The three
twists s are chosen as ln_B.o.ukem.aﬁIl 004).

For all datasets we use the same resolutioif ah probing the parameter space, except
for the data with smoothing length= 0.5°, in which case we use a resolution(5°.

8.4.3 Accuracy and search optimization

The resolution of the data that we analyze is spatially @risind is limited by the finite
pixel size, so circles of different sizes are probed by difft numbers of pixels.

As the parameter space of the search is large, it is impoacbnsider the trade-off be-
tween the accuracy of the estimatesSofdirectly related to the number of pixels probing
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Fig 8.2: Left panel: Convergence 6fvalues to the “ideal” fiducial valug™ = S(r =
1000) as a function of resolution parameter(a sampling density resolution parameter,
defining the number of pixels to be used, to probe the CMB fhatains along circles
through Eq.[(813)) and as a function of circle sizéThe N, (a) function shape for a given
smoothing length is fitted linearly, so that the accuracg walues was approximately con-
stant for all considered circles radii. The assumed workirggision level oAS = 0.01 is
marked with thick horizontal line. For clarity, onl.S relation derived for data smoothed
with Gaussian\ = 0.5° is shown. Similar relations are obtained for the remainimge
smoothing lengths. The average value (black thick linenfedl tested circles radii is used
to define the required value ef parameter for the circle search with data smoothed to
0.5°, in order to achieve the targeted accuracySwualue. Right panel: Averag& con-
vergence relations derived for data with different smaajHengthsh € {0.5°,1°,2°,4°},
along withlo error bars from 20 simulations. The intersections of theifle tive horizontal
(black thick) line give the required valuesofor each smoothing length in order to obtain
the assumed working precision 4fS = 0.01.

the underlying fluctuations) and the numerical computatidime needed to obtain better
accuracy. However, the speed of the search can be sublyamitieased, since the ef-
fective resolution of the data in our case is not limited by plixel size, but rather by the
smoothing length.

In this section, we focus on the density of points (probingftbctuations along circles
in the sky) required to obtain a given accuracy in estimafingnd its dependence on the
angular radius of the circles, a circle sampling density parameterthe map resolution
parametens, and the smoothing length properties of the data.

Maps smoothed with larger smoothing lengths have feweifgignt, high-spatial fre-
quency Fourier modes, and there is no need for fine sampliogder to fully encode the
information content along the circles. Assessing the sawel lof precision for smaller
circles also requires a smaller number of pixels than fgdacircles.

We perform a series of tests to determine the sampling deresjtired to achieve our
desired accuracy level. The tests rely on measuring thelsgfemnvergence to the “ideal”
fiducial S™ value, derived using far more points in the circle than theber of available
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pixels along the circle in our dataﬁtas a function of the increasing sampling density.

We empirically model the circle sampling-density functinsuch a way that for a given
r value parameter, and for a given smoothing length of the taaaccuracy of the resulting
S values (i.e. the statistical size of the departure from tthecial value) is approximately
the same for all circle sizes (Fig—8.2 left panel). We usedahewing fitted function:

Nyia = (3.40a[deg] + 76.85) (3%) (27;6 ) (8.3)

whereN,,;, is the number of pixels used for calculation$ffor a circle of angular size,
and for a map of resolutions. The resolution parametercontrols the sampling density.
In practice, we choose the closest, even integer as,anvalue for the calculations. This
empirically-devised formula yields approximately the samecuracy of derived values of S
for all circle sizes (FiglZ8]2 left panel), and holds for ati@othing lengths. The aim is to
find a value ofr, for each smoothing length, which will provide sufficientaracy.

We therefore calculate the deviatidnS(r)

AS(r) = {|Si(r) = Si(r = 1000)]) (8.4)

where the() averaging is performed over all curves derived from [EQl 8r3cfrcle radii
aldeg] € {3,5,10,20,30,40}.

We assume the working accuracy fowalues to bed S = 0.01 throughout the analysis.
This defines the required values of the sampling densitynpeterr (Fig.[B2 right panel)
and the corresponding number of pixels to be used{Eh. 8&)ieve the targeted accuracy.
For the smoothing lengths/deg] € {0.5, 1,2, 4}, the required resolution parameter values
arer € {26, 18,12,8}. We use these values throughout the analysis with both tiaeathal
the simulations.

8.4.4 Statistical significance

In this section we discuss our statistical approach for tiiyamg the confidence intervals.
Since our simulations simulate CMB fluctuations in an ispizpsimply-connected Uni-
verse, we test the consistency of the WMAP data with the rnydbthesis that the CMB is
an arbitrary realization of the GRF in a simply-connectedcsp We quantify the degree
of consistency vigs' correlator values obtained from the data, and comparedtivitbe of
simulated distributions fronigj, = 100 GRF simulations (SecE_8.3). As an alternate
hypothesis we choose the PDS topological model. The instmly of the data with the
simulations, at high significance level, would then be cd&isd as consistency in favor of
the alternative hypothesis (PDS model).
Since we are interested only in the highest positiveorrelations, we build probability
distribution functions (PDFs) o§™M2X(a), the maximal value of the correlatid(a) found
in the matched circle search in the parameter spadeg, s) (Eq.[82), usingVgjm = 100

3 For all directions pointing inside a single pixel, the saemperature value of that pixel is used.
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simulationE. We probe the underlying PDFs 6f"®X(q) at 8 different values of;, i.e. for
a€{1,2,5,8,11,14,17,20} in degrees.

We reconstruct the confidence intervédéa), d(a)], for the 68% and 95% confidence
levels defined by the (cumulative) probabiliof finding a GRF, simulated, CMB realiza-
tion that yieldssMaX . gmax

sim data
d(a)
PSR > S0 (a) = 1— [ f(ST® a)dsM
c(a)
= 1- > 1/Nsim

i—1,sMaX. gmax

sim,i data

wherec(a) = min(SMa)(q) and f (SMaX ) is the MC probed PDF of theM®Xvalues.
We interpolate confidence interval contours for the renmgjnivalues of the parameter
space using 4th order polynomial fit.
In the next section we apply this procedure to the considé/BtAP datasets and sim-
ulations and present our results.

8.5 Results

In Fig.[B33 we present results of the all-parameter-spaaecsdor the WMAP first year
ILC map (left panel), and the three year WMAP INC map (rightgia

The signal atv 11° in Fig. 4 ofWIM4) is reproduced and plottat wi
red crosses in Fif_8.3 (middle-left).

Clearly, it is not necessary to process large number of sitiaums to resolve high con-
fidence level contours, since all the datasets are consigsténthe simply connected space
GRF simulations at a confidence level as low as about 68% sitralbthing scales.

Is is easily seen that as the circle size shrinks to zerg @°), it is difficult to estimate
precisely the significance of the detections since the Cliatoa steepen, while the accu-
racy of the S value determination is fixed®b ~ 0.01. This effect is most severe for large
smoothing scales, as expected.

We note that the correlationS tend to increase in relation to the smoothing length
applied to the data.
In particular, the signal reported |Ln.|29.ukﬂm.a_€lt Ia.l_dZO@4$einsitive to increases in the
smoothing length. While at the smoothing length\of= 1° there is practically no excess
maximum inSMaX(q ~ 12°) for s = —36° relative to theSM** values fors = 0° and
s = +36°, on the other hand, the excess is clearly seen at the smgdémgth of\ = 4°,
where its significance increases almost up to the 95% CL.

4 Statistically there are some small differences in shealues resulting from probing slightly different
angular separations (arising due to different separatbpairs of points, for the same pair of matched circles,
when calculated with two different phase twists= 0 and= +36), due to the dependence of thevalue
on the underlying CMB two-point correlation function. Farch small twists, this is found to be of the same
magnitude as the statistical error on thé'(~ 0.01) for all considered circle radii.
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The results for the three year INC data are consistent wéliitst year data, in the sense
that no statistically important excess correlations avmfb

In addition to analysing our two primary datasets, we alsuviezh out the following
complementary searches.

We completed an all-parameter-space search using theytbae®/MAP ILC data. We
find that the excess correlation corresponding to the hygsited PDS model is weakened
for all smoothing lengths (fos € {0°,+36°}), and basically indistinguishable from the
noise of what would be false positive detections if we werddtine the 68% confidence
level as a detection threshold. Foe= —36°, we plot theSM3X(a) values for the three year
ILC data with a black line in the left column of Fig_8.3.

Our other complementary test was that we performédsa resolution all parameter
space search, using first and three year INC data and did nbekina strong localized
correlations. However since the computation time increasth the power of the increased
resolution (i.e. increasing the resolution by a factor of iwcreases the calculation time
by a factor of2™ wheren = 4 is the number of parameters in parameter space) we haven'’t
performed the significance analysis with simulations, &edefore we do not present these
results.
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Fig 8.3: Results of the search in the parameter space (s¢d85&&2) for the highest
correlations in the first year WMAP ILC map (left column) atee year INC map (right
column) smoothed ta. = 1° (top), A = 2° (middle), A\ = 4° (bottom). For clarity only
the highest 7%(a) statistic values are plotted for each of the three consiblehase shifts:
—36°,0°,36° marked with red {), green ) and blue £) respectively, and separated by
0.2° offset for better visualization and comparison. The redses correspond to the PDS
model. The thick solid line in the left column show thE'® values for a search in the three-
year ILC data with a phase shift ef36°. The68% and95% confidence level contours from
Nsim-=_100 simulations are over-plotted. Clearly we reproduce thelte®f Roukema
etal. ). Most of the points with the higheswalues in the range df0° < a < 12°
closely correspond to the solution depicted in Eig] 8.1s keasily seen that much higher
correlation coefficients would have been required in ordesignificantly reject the null
hypothesis that the Universe is simply connected in favothef PDS model alternative
hypothesis.




158 CHAPTER 8. TESTS OF THE PDS TOPOLOGY HYPOTHESIS

8.6 Power spectrum, cut sky and smoothing length dependence
on S correlations.

8.6.1 S dependence on the CMB power spectrum

As mentioned in Sedf._8.3 thg correlation value depends not only on the particular align-
ment of CMB fluctuations, but also on the underlying CMB twaifph correlation function
(or its Legendre transform — power spectrum), as it is alssoagoint statistic. Therefore
any discrepancies of the data from the assumed model wiltatistecally imprinted onto
the S values evaluated from simulated maps (generated accotalithge assumed model).
This will lead to biases in estimates of the confidence ldwedgholds. Given that the na-
ture of the large scale (mostly quadrupole and octupolej)naties of the WMAP data w.r.t.
concordance LCDM model is unknown, we assumed a model imdige approach for
generating simulations as described in SECl. 8.4. In thiScsewe show the impact of
biasing ofS values due to large scale uncertainties in the assumed CMBrEpectrum.

In order to quantify the impact of the underlying CMB poweesiium on theS corre-
lator values, we perform the following exercise.
We create two INC simulations of the WMAP three year datafviar different power spec-
tra, yet keeping exactly the same phase information in bates
One simulation is made using exactly the power spectrumnsgoacted from the WMAP
observations as in SeEf’B.3 (i.e. neglecting cosmic veeiaffects).
The other simulation is made using a random realization @b#st fit LCDM model (Hin-
shaw et aI.,@;b) but with the same phase information deeifirst simulation. We Gaus-
sian smooth them to common resolution with beam of FWAHNF. This guarantees that
the differences in S values will only be due to different uhdeg power spectta More
specifically, since the LCDM model yields a good fit to the WMA#&ta for largd’s, the
discrepancies will be only due to the large scale anomalilsing 20 random orientations
of the fundamental dodecahedron, we then calculate thage@f differences of th& cor-
relator values between the two maps. That is, we calcul&é’) = (Srcpa — Swarap)-
Hence, the positivé AS) values show the excess correlations that one would addityon
get if the LCDM model was assumed, as compared to the “exaetization of the recon-
structed WMAP power spectrum (andte-versaor the negative values).

In Fig.[B2 the(AS) relation is shown with red line. Clearly, the strongest &ddal
correlations appear for the smallest circles, i.e. for #rgdst angular separations in the
two-point correlation function, and are as large~a$.15. (These scales are additionally
contaminated due to large smoothing scales as compared tirthe size). While for the
circle sizes of about. ~ 10° the effect is small, it is obvious that at smaller circle size
the confidence level contours obtained from the simulatjper$ormed according to the
LCDM model would be too conservative than it is needed. Tioeee in this regard, given
that the LCDM model is currently widely accepted, we considgr analysis to be very

5The noise component is negligible at the considered srmupttales of °
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Fig 8.4: Average differencéAS) = (Srcpm — Swaap) correlator values, as a func-
tion of circle size, statistically probing different reg® of the underlying power spectrum
(red line). With green line also the difference relation listigd for the orientation of the
dodecahedron depicted in Fig.18.1.

conservative. This plot includes the dependencéo$) for larger circle sizes than those
which we analyzed. And it is easily seen that for scales otiat@® the confidence level
intervals would be underestimated.

We therefore conclude that the simply connected space hgpistwould be consistent
with the data at yet even smaller CL, if the LCDM model wereauassd for the generation
of simulations.

8.6.2 S dependence on galactic sky cut

In this section we show the effects of different galactic slys on the resulting amplitude
of the correlation signal. For this purpose we work with thistfyear WMAP ILC map,
smoothed to a resolution a@f without mask.

We compute the the correlation statistics for the orieotatif the dodecahedron found
in leukema_et_all.I_(mb@ and confirmed in this work (i.e. far todecahedron with the
following face centers
(1°,6%) = {(252,65), (51,51), (144, 38), (207, 10), (271, 3), (332, 25) } and their opposites).
We then apply different sky masks and show fHe) relations in FigC8). We used three
different sky masks: which we call “bgc”, “Kp2”, and “kp03The first of these is the one
that was used iIJ_R.Q.ukﬂma_e{ MO4) (i.e. the galacticepmasked fofb| < 2°, and
points within20° from the Galactic Center are masked). The second and thjrdnsisks
correspond to the Kp2 and the third year KpO sky mak.ks_(.B.e.nn.all. ,I.ZOD.Eib).

Clearly, the fine details on the sky masking in case of ILC nukpsot have large impact
on the resultingS correlation value, except for the “no mask” case where threetation
peak is lower (most likely due to some residual foregrounataminations of the Galactic




160 CHAPTER 8. TESTS OF THE PDS TOPOLOGY HYPOTHESIS

bgc —
kp2 ——
0.8 kp03 ——
no mask ———
0.6 -
. 04 8
S ~
B o2
7 B ———
ol
&7
-0.2
-0.4
0 5 10 15 20

a [deq]

Fig 8.5: Effects of different sky masks on tl§¢a) correlation statistic. See text for mask
abbreviations definition (Se¢f_8.b.2). One sigma CL canttauived for the case of Kp2 is
also plotted.

plane).

We do not show the galactic sky cut dependence for the INGsdatd his is because
there are stronger foregrounds present than for the ILCsdgtso that it is not straight-
forward to presmooth the map without contaminating thedferegions of the sky by the
Gaussian tails of smoothing kernel.

8.6.3 S dependence on smoothing length

In this section we present the impact of different smoothemgths used during map smooth-
ing process on thé&' correlation values. We show the dependence using the doeleca
dron orientation corresponding to the highest correlatialue (S™M2X value) ata = 12°
in Fig.[B3 (middle-right) which corresponds to the dodechbn with faceqi°,b°) =
{(49,51), (91, —2), (144, 40), (256, 64), (333,23), (28, —10)} and their opposites. This
closely matches the dodecahedron depicted in[El§). 8.1. &/éhesWMAP three year INC
map and the Kp2 sky mask.

In Fig.[B:8 we show

the S(a) values for three different smoothing lengths used in théyaiga The charac-
teristic trend towards higher correlation coefficientsrasathing length increases is clearly
apparent, but the the 68% CL contours increase by about the amount.
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Fig 8.6: Effect of different smoothing lengths on thig:) correlation statistic. We pldi(a)
dependence for the three consecutive smoothing lengtidsrudee analysis. Corresponding
1o confidence thresholds for each smoothing scale are alsanshow

8.7 Discussion

The analysis of the correlations derived from the data aedgted in the previous section
finds no statistically-significant detections. The crosg-@ations of the5 values, obtained
for different angular radii of the matched circles, were bwer neglected. It is of course
faster to compute confidence intervals for a sparse pararmgéee and interpolate in be-
tween. However, the significance of any detections fourgllay (i.e. conditionally to the
a priori assumed circle radii) might be overestimated, compareldea@ase when all pos-
sible correlations were accounted for in the full covar@neatrix analysis. In the present
work, since we do not find any significant deviations from tk hypothesis (i.e. we do
not find any strong outliers in th& correlations) in any individually probed value of th&'*
parameter, we find no need for any further extensions to ti@fgiance analysis already
pursued.

We note that these cross-correlations are present notrjubiei data, but also in the
Monte-Carlo simulations, so they affect the analyses outions and data to the same
extent.

Finally, we note that our statistical approach of consieonly the maximab correla-
tion values could be altered to consider the full distribngi of. S correlations. However, we
are especially interested in viable candidates for natiatriopology (especially in the pro-
posed correlation signal around angular circle radii15f) and as such, the models with the
largestS values are the best candidates. Given that there can bemalyoorect orientation
of the fundamental dodecahedron and hence onlySoeerrelation value corresponding to
it (most likely the largest locally found value), in the alternative way involving the full
distributions ofS correlations, the test would be heavily dominated by numenalues
that will not be associated with the true topological catiehn signal. As a result, the test
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would mostly measure a degree of consistency between thdagions and data with re-
spect to underlying two-point correlations via the cirabesthe sky, rather than candidates
for non-trivial topology. We therefore build and rely on statistics of specifically selected
(in the full parameter space search)yalues, one for a given simulation at a given circle
radius, to build our statistics and reconstruct the confidethresholds. Although we are
aware that relying on the distributions of maximal valuesasfdom variates may lead to
asymmetrical distributions with enhanced tails, we not ih the case of thé' statistics,
the possible values are by definition restricted to witheringe—1, 1]. We also note that

it is unnecessary to resolve high confidence level contsinse the data are consistent with
simulations mostly to withinv 1o confidence contour.

8.8 Conclusions

In IB.Q.ukﬁma_e_LellebM it has been suggested that the slidpe space might be con-
sistent with the Poincaré dodecahedral space (PDS) mbBie[B1). This suggestion was
due to an excess positive correlation in the matched citehask;amish_et_il._l%ﬂ%) of
the first year WMAP ILC map, however the statistical significa of this excess was not
specified.

We have revisited those results and found consistent etiorlexcess corresponding
to the same orientation of the fundamental dodecahedrog usilependent software.

We extended and updated the matched circles search with WaRAthree year ILC
data and the three year foreground reduced, inverse noiaddsr map, and tested these at
three different smoothing scalés’, 2°, 4°).

We performed an analysis of the statistical significancéefeported excess, based on
realistic and very conservative MC GRF CMB simulations & tlatasets.

We find that under “matched circles” tests, both the first dmde year WMAP data
are consistent with the simply-connected topology hyphdor all smoothing scales, at
a confidence level as low as 68%, apart from the first year 1@ si@moothed td°, which
are consistent at 95% CL.



Chapter

Summary, conclusions and outlook

The current concordance cosmological model offers numberealictions that allow, or
will allow experimentally verify its properties and contiee the inflationary physics that is
now embedded into the standard cosmological model as aigsoértion to the number of
long-standing cosmological problems, and as a generatonetrly-adiabatic, and nearly-
Gaussian, density perturbations imprinted over neartyfitamogeneous and isotropic back-
ground, with nearly scale invariant power spectrum, anth wrhall amount of tensor per-
turbations in a form of gravitational wave background. Sarhéhese predictions, most
notably, the curvature of spatial sections, statisticatrgpy, Gaussianity and tilt of the
primordial power spectrum are now currently accessiblencdsgical observables via the
observations of the cosmic microwave background radiafi@MBR) and they serve as
valuable discriminators between viable cosmological nsd¥iolations of any of these
predictions would escape beyond the scope of the standattdirand would rise a need for
its revision.

The work pursued in this thesis aimed at direct testing tw¢hege predictions: the
Gaussianity, and the statistical isotropy. Interestirighre exist few puzzling anomalies in
the available observations of the CMBR, that are tentatirelompatible with the generic
ACDM cosmological model. We performed a number of statiktiests: both in real, and
in spherical harmonics space, utilizing the recent CMBReolm&tions of the Wilkinson
Microwave Anisotropy Probe (WMAP). Apart from what has allg been known, we at-
tempted to either seek for new deviations from the predistiof Gaussianity or statistical
isotropy, or further explore the well-known anomalies vianber of new and independent
statistical assessments in order to quantify how strorigdy violate the two predictions.

Throughout the work, the analysis was heavily based onste@aNonte-Carlo simula-
tions of Gaussian random fields (GRF), fitted to the techrspakifications of the WMAP
satellite, and to the requirements of the generic simplestnological scenario: i.e. to the
best-fit, reconstructed power spectrum of ti€DM model. These simulations defined a
reference null hypothesis, and were created along with aeurf statistical tools, esti-
mators and other utilities, and were entirely implementea iself-developed, dedicated
numerical, object-oriented code, that has been developertioe last few years.
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We have addressed number of problems some of which wereshedliin a refereed
cosmological journals.

In particular we performed a blind real-space test of Gamdiyi and the statistical
isotropy via local measurements one-point temperatutghiitons, and addressed the sta-
tistical significance in a number of different ways (chaf@erWe tested the significance of
local deviations from Gaussianity (such as the cold spot), global hemispherical asym-
metry anomalies in the CMBR power distribution. This worls leen published in Journal
of Cosmology and Astropatrticle Physi@@%b), arddistails are specifically sum-
marized in sectioh 3 8.

We developed and implemented a new efficient method for miegstine significance
of the hemispherical power asymmetry, and working within@ldr modulation model,
for the first time, we explicitly estimated the relevant mioparameters as a function of
scale (multipole bin) (chaptéll 4). These results are ctlyrexccepted for publication in
Journal of Cosmology and Astroparticle Physics and arealaitable a a), and
the details of this analysis are summarized in sefioh 4.9.

We also pursued a Gaussianity tests of the CMBR WMAP mapg ddinkowski func-
tionals (chaptdfl5). This work was motivated by the fact thatprevious analyses were not
optimized on testing gaussianity exclusively within a jgaitar angular scale, and therefore
were dominated by the cumulative effects up to the effetoade of the either: resolution
defined by the pixel size of a low-resolution map, or by an i@gplow-(-pass filter. In
order to complement some of these tests we performed ansialya selected multipole
bins, testing thereby the corresponding scales with |asiggral-to-noise ratio, and detected
a strong signatures of the residual galactic foregroundsaocaination. The details of these
tests are outlined in secti@n’b.6. The work presented intehBipis now in preparation for
subsequent publication.

We have also pursued (chapkdr 8) a statistical analysisebbthe cosmological sce-
narios with compact space topology: i.e. the one with miyitigonnected topology of
Poincaré dodecahedral shape. These models were motlwatieshtative indication from
the recent measurements of curvature of space, hintingsasligihtly positive values, as
well as by the apparent suppression of power at the currehigrvable horizon scales. We
tested the model via the method of identified circles. We foresults consistent with our
previous works on this subject, however we and managed teréie previously found
correlation signals as statistical unimportant. This wibirefore complements the earlier
one, in which the statistical significance analysis was motogpmed. This work has been

published in Astronomy and Astrophysith_(_I_aM_R_o_uk]m'na__daCﬁhd the main results

are summarized in secti@n B.8.

Furthermore, we studied the well-known large-scale anewalf the CMBR: i.e. the
alignments of the low- multipoles, issues of so called m-preference (chdgdter @)the
low order multipoles power spectrum shape anomalies (ehBjt We introduced and
performed a new real-space based tests, correspondingjriqotteviously studied, spherical
harmonic space counterparts. We extended the search fantédnenultipole alignments,



165

quantified their significance, and proposed a number of plyssiseful generalizations.
We also discussed the stability and robustness of the methsslmed in the literature,
and performed a comparison statistics using a number oéwmtlyravailable renditions of
the CMBR full sky foregrounds cleaned maps. We also estithtite significance of the
anomalous, at first glance, shape of the low order multipolése CMBR angular power
spectrum. The analysis yielded consistent results withptegious similar analysis. The
results and discussion are detailed in sectiods 6.4addespectively.

Outlook There is a number of future paths that will be of great intefiesn both: the
scientific point of view, but also from the point of view of tmeimerical programming.
Both of these always provide lots of fun and a large margirofiiimizations.

Apart from few updates, which were already discussed in timelading sanctions of
the previous chapters, the practical constraints of theddeaf the primordial non-Gaussianity
will require generation of high resolution non-Gaussianudations, which serve as testing
ground for various statistical estimators. Also, utilinatof the future, accurate CMBR po-
larization observations will increase the signal-to-eaigtio of maps of the primordial grav-
itational potential, reconstructed from temperature avidnization observations. Since the
polarization radiation transfer function is out-of-phagéh the temperature radiation trans-
fer function, it will necessarily complement the primoidimavitational potential signals.
These challenges open up a qualitatively new window on theds of tests of primordial
non-Gaussianity, whose importance is continuously irginggain the recent years in the
context of constraining consistent inflationary models.

Finally, as far as the constraints on the inflationary plsyaie concerned, it will be very
interesting to address the issue of the significance ofrgigcfound in the CMBR power
spectrum, and investigate these in light of the previousbppsed inflationary models that
can explain these features via modifications in the shapgsedhflaton potential, especially
via the expected glitch-like features that alter the pritiedrpower spectrum at both the
horizon scales and the sub-horizon scales.
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Appendix

A-1 WMAP simulations

A-1.1 Signal and noise pseudd’, tests.

In order to assess the confidence levels we have performedeMgarlo simulations of
the signal {,,,, < 1024 andCj; = 0) and inhomogeneous but uncorrelated Gaussian
noise maps for all DAs, according to the best fit to th@€ DM model power spectrum,
extracted from observationls.(.l:lin&haMLeIt E.L_i007). Theukitions include the WMAP
window functions for each DA. Th&/gjm(= 10%) full sky simulations were generated at
the HEALPIXresolutionns = 512, for each DA and preprocessed in the same way as the
data.

In Fig.[A=1 an example of simulated, and recovered psetidas compared with the
pseudo€’, of the WMAP data from channel Q1 as a simple consistency ch&ainilar
simulations were performed for the remaining DAs.

As a simple consistency test, we present in Eig] A-2 stesisti the full sky WMAP
third year data as compared with the simulations. The datavatl consistent with the
simulations.

Tests of modulated-simulations’ power spectrum

As mentioned in Section-3.%.4 the modulation (Eql 3.3) sitee underlying power spec-
trum of the modulated simulations and could possibly mlesin the interpretation of the
high rejection confidence level thresholds, reported ind@® for the modulated simula-
tions, since the additional power could be merely a resulhefinconsistency on grounds
of the intrinsic power spectrum mismatch, rather than tlggoreal variance distribution

analysis, and violation of the statistical isotropy.

In this section we quantify this effect. We generate a set®@¥MAP V3 simula-
tions and modulate their CMB component using modulatidng, (n = (225°, —27°)) =
{0.114,0.2}. We next extract their KpO3 cut sky pseudo-power spectraup,t, = 700
i.e. up to the scales where the noise component alreadygstrdominates over any pos-

sible CMB modulation signals. We derive the contributiorthie total variance of the map
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Fig A-1. Consistency check between the simulations and WNi#AEe-year observations.
The pseuda=, power spectra of the WMAP (light blue/dot-dashed curve)igsimulation

(the underlying blue/dashed line) in channel Q1 are welkistant both in Kp03 sky cut

regime and in the noise dominated regime. Reconstructe@mspectrum of the Hinshaw

et al. 7) is plotted as big red crosses.

per multipole according too, = 2ELC, (¢ € {2,...,700}). We measure the degree
of the consistency of the modulated simulations’ power spewith the non-modulated
simulations’ power spectra, using the unbiased estimatdhe full covariance matrix
Yy =

the GRF WMAP V3 simulations, and using the corresponding téd®arlo probed,? val-

Cov(oy, o) derived from 3000, analogously preparegdvectors extracted from

ues distribution from 223 additional simulations.

We find that the average rejection thresholds for the modulgitdy»4 = 0.114 and
Aig24 = 0.2 are54% and59% respectively with the standard deviatien 30% in both
cases. We therefore conclude that our results given in TaBleannot result from simply
alteration of the power spectra after the modulation fiels been introduced. Similar re-
sults are obtained if the off-diagonal terms of the covargamatrix are neglected, which

indicates that the low detection threshold does not resufi the limited number of simu-
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Fig A-2: The distributions of means, variances, skewnesskartosis ofNgjy, = 10, full

sky, INC simulated data realizations, calculated outdigektp03 sky mask. Skewness and
kurtosis values of the distributions are also given. Vattlars indicate the values derived
from the WMAP three-year data. The quantile probabilitiethe mean, variance, S, and K
values of the WMAP data arf).57,0.015,0.34,0.35} respectively — well consistent with
Gaussian, random simulations. Low probability of the tetaiance results primarily from
the low quadrupole (octupole) of the WMAP data as comparet thie best fitAC D M
model. Note that the distribution of the means of the sinnet represents only a numer-
ical noise since during preprocessing all maps were shifiezkro the mean outside the
Kp03 sky mask £ T" >— 0) and therefore it does not carry any important cosmological

information. The spectral analysis yields a similar result

lations and a possible non-convergence of the covariantéxma
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A-2 Assessing statistical significance

In this appendix we give details on out statistical appreachor fast reference, we sum-

marize the principal symbols used in TatflezIA-1.

A-2.1 Individual region analysis

In the case of individual regions statistics for evetty region ¢ € {1, .., Ny¢q4(r,m)}) of
everymulti-maskm € {1..N,,} and for every MOD ¥ € {m, 0, S, K}) and every data-set
(d € {Q,V,W,INC}) we define a parameter vectpr= {r, m, d} and independently cal-
culate the tail probability” (X}, ;) of occurrence of(}, ; value of the data in th&/g;y, = 10*
simulations, probing the corresponding probability disttion functions (PDF). The quan-
titiesm, o, S, K correspond to the first four moments of distribution respelit Hence we

defineP(X;,;) as:
P(Xps) = Py (IX55" — Qapal > [Xp5" — Qap,il) (A-1)

where @y, ; is the second quartile of the corresponding PDF, &pds the quantile tail
probability.
In principle, consideringV simulations allows us to probe a region of the underlying

PDF corresponding to Gaussian number of “sigmas”
+ nMC = V2erf (1 — 2/N) = |edfg ~1(1/N)| (A-2)

wherecdfg ! is the inverse Gaussian cumulative distribution functi®@DF). ForN =
Nsim = 10%, as it is the case for individual region statistieg!“ ~ 3.72 corresponding to
a probability of exceeding of 0.02%.

To derive the probability from EQ_A}, we use linearly imgelated quantile probability
within the MC probed PDF range:

P(Xpﬂ') = Qlin(Xp,i) fOI"

. . (A-3)
Xp,i € (min(X5™), max(X5™))

whereQ)y;,, is the linearly interpolated quantile probability, amﬁin(ij?) andmax(X;{T)
are the minimal and maxima{, ; values obtained from a sample &%, simulations that

probe the underlyingX,, ; PDF. Outside the probed rang&(; < (—oo,min(X;ij;l)] U
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[max(X3), 00)) we extrapolate using a Gaussian distribution of the form

P(Xp,) = (1 - erf (%))

MC min(Xf)i’r{‘)—Xp_,i . . : sim
no (1 Tt Qo) ¢ pa S mIn(GT)

(A-4)

Xp,i—max(Xim) :
MC b2 Dt . . sim
Ny (1 + ‘max(xg?)_%p’i‘) i Xpi > max(Xw )

Note that the extrapolation form is connected to the MC pidd®BF range by the matching
condition P(Xp, ;(n}'¢)) = P(min(X37)) = P(max(X5%)) = 2/N —i.e. the prob-
ability of finding a X, ; value anywhere in range-oo, min(X357)] U [max(X57), 00).
An example of this extrapolation is shown in HIg—A-3. Thidgrapolation is obviously not
validated for MODs higher than the mean, but we use it as aegoidvery low probability
events. Note that all our results with a lower significan@aighly outside3o CL) are ob-

tained modulo this approximation.

A-2.2 Multi-region joint analysis

In the multi-region analysis, we account for all correladbetween regions of a given
multi-maskusing an unbiased estimator of the full covariance matrixsing the same
parameter vectop = {r,m,d}, we define a one column vector for each MORY €
{mp,0p,Sp, Kp}) 0f Size N,y (r,m) such thalkp, = (X;m.di=1, - Xy m.di=nye, )
contain X, ; values for each region of a givenulti-maskm of given pixelization scheme
r and data-sef € {Q,V, W,INC}. Introducing a parameter vectqr= {X,r,m,d} we

define a correspondinyg?1 value as:

NG = (Xt — (Xm) T (Xe — (xgm) (A5)

where the() is the averag& from N,y Simulations andjgll is an unbiased estimator

of the inverse covariance matrix (Hartlap etlal., 2007) waked fromNg,c,,) Simulations

and is given by:
_ Nsim(Cq) - Nreg(T7 m) —2 -

Cqlir (A-6)

Nsim(cq) — 1
andé;, !'is the inverse covariance matrix.

In Fig:[A-4 we show the convergenq&% with the number of simulations used to calcu-
late the covariance matri¥yginc,), for all six types of pixelization schemes. The biasing

of the X?q values with regards to the ideﬁfl(Nsim(cq) = oo) value is caused by the limited
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Fig A-3: Example of extrapolation (solid lines) used to cartgpthe distribution ofl0*
MODs from one of the regions in one of thaulti-masks Mean and variance MODs values
were multiplied by a factor of0* for the sake of clarity. Note that the Gaussian extrapola-
tion (used only outside MC probed PDF region) also intetigsléghe data quite well in case

of the means (red crosses).

number of available simulations. As expected, for a giveminer of simulations, this bias
decreases with the effective number of DOF and as such vetmttti-maskresolution. We
account for this biasing by using simulations to probe theeulying PDF of thex?l values,
instead of using theoretical distributions. In fact, it would not be valid to use theotati
x2 PDFs, since the distributions of individual MODs (excepttfee mean) are not Gaussian.
As such, we will probe the underlying distributions usiNmpDF(Xa) = Nsim — Nsim(Cq)
simulations, for each MOD and for eaotulti-mask

In the case of the joint multi-region statistics we uge= NsimPDF(X%) = 10° simula-
tions corresponding ta)“ ~ 3.09, which gives a probability of exceeding and 0.2%. The
remainingNgimcy) = 9 - 103 simulations are used for covariance matrix calculation.

Given a(x2)** value we define a corresponding joint probability as:
P(xa) =1 P(0a@)™ > (@)™ (A-7)

We use the same formulas for inter/extrapolation as destiito SectTA=ZI1 by replacing
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Fig A-4: Convergence oﬁl values as a function of the number of simulation used for
the covariance matrix calculation for a given MOD. Each caorresponds to a type of
pixelization schemes. The number of regions increases lfratom (48, forHP 2) to top
(1024 forLB 64 16) (see. Table3.1). Horizontal lines indicate the ¢iffecnumbers of
degrees of freedom for thatulti-mask(i.e. number of unmasked regions due to Kp03 sky
mask). These? corresponds to the the first MOD only (mean) but other MODSshiih

similar dependence.

Xp7’i with X?l

We note that, in fact, in case of the multi-region analysgoiésn’'t make any difference
whether the deriveq? values are statistically debiased or not, since exacthpémee bias-
ing affects the simulateg? values used to probe the underlying PDF. We also find that the
convergence of such derived probabilities is actually metiter than one could infer when
looking at the worst case &fB 64 16 presented in Fif—A-4. We estimate that the derived
probabilities converge to their true values within10% of that value in this worst case of
LB 64 16 pixelization scheme, while in case of tH® 2 the convergence of the derived
probabilities is< 2%.
The statistical debasing used for thé values matters however in our third-stage analysis,

i.e. in case of the almulti-masksanalysis.
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A-2.3 All Multi-masksanalysis

There is no a unique way to generalize from the results of thki-negion analysis. Al-
though the most straightforward way would be to compute tlverse covariance matrix
between all the MODs and for all regions of alulti-masksthis turns out to be computa-
tionally not feasible.

Note the fact that th%%l values are partially correlated with each other, since they
sult from a different sampling of the same data-set. Howdiverdegree of correlation
strongly depends on the particulaulti-maskproperties and resolutions. In particular the
inter-multi-maskcorrelations are largest in the lowest resolutinnlti-masks The smaller
correlations between variousulti-masksthe more additional information thaulti-mask
analysis explores about the data-set. Large imelti-maskcorrelations indicate that not
much new information is gained making it unnecessary togsedarge number ohulti-

masks

In the following, in order the integrate all the informatipnobed by differenmulti-
maskswe calculate the cumulative probability of rejecting the FsRypothesis using the

median distributiorp( of all processed/? ., . distributions and the medi@r_ﬁ value

amc
of the data. Therefore we calculate the distribution Qf}d/alue as:

2
XQMC)

Pane) = (P(Xgye/DOFet))m
(A-8)

X_?l = <X(21/DOFeﬁ”>m

where(), is the average over athulti-masksDOF ¢ = DOF (7, m) is the effective num-
ber of degrees of freedom which is a function of resolutiprf the pixelization scheme
and of a particulamulti-maskdue to interplay with the sky cut.

We define the joint cumulative probability of rejecting thREBhypothesis of the WMAP
CMB data via inconsistency with our simulations as a functid g analogically as in
Eq.[A=4, and we use the same extrapolation and interpoldtionula as in case of multi-

region analysis.
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Table A-1: List of principal acronyms used in this sectionl anthe main body of sectidd 3,

briefly summarized for quick reference - indicates “unless specified otherwise”.

Symbol explanation

MOD moment of distribution

data upper index to indicate a measurement on data

sim upper index to indicate a measurement on simulations
N total number ofmulti-masksn a given

pixelization scheme/,,, = 100*)

m multi-maskindex numberm € {1,..., N, }
r pixelization scheme resolution parameter

r € {48,192,256,512,768,1024} (Tab.[31)
X MOD: X € {m,0,S,K},

mean, variance, skewness, kurtosis respectively
d data-setd € {Q,V,W,INC}
Nreg(r,m)  number of regions im'th multi-mask

of the pixelization scheme

i region index within anulti-mask
P parameter vectop = {r, m, d}
q parameter vectory = { X, r, m, d}
Xp,i value of a MOD for i'th region of»’th multi-mask
of r’th pixelization scheme in a data-sét
Nsim total number of simulations;
number of simulations used in the single-region analysis
P(Xp,) probability corresponding t&,, ; derived fromNg;,
simulations (EqAIL)
nMC defined in EqCAD
Xp vector of MOD values for for a given value of parameper
Ngim(Cq) number of GRF simulations used to derive the covariance

matrix in multi-region analysisNgiy,(c,) = 9 000%)
NsimpDF(Xa) number of GRF simulations used to probe the distribution of
Xa values in multi-region analysiﬁ\(simpDF(X%) = 1000%)
Xa x? value for the corresponding (' (Eq.[A8)
P(x3) probability corresponding tg? (Eq.[A2)
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A-3 Noise simulations tests

Difference maps obtained from observations in nearly tineesiequency, and with nearly
the same beams profile provide a good opportunity to meabkarstatistical properties of

the instrumental noise.

We have performed a reduced tests, directly in pixel domain, of the difference maps
obtained from different channels of the WMAP data (Q12, V@&, and Q1V1) at the
Healpix resolutionn, = 512, and compared with results of the same tests performed at a

low Healpix resolutiom = 4.

Since the covariance matrix of the noise realizations id diagonal a single variate
Gaussian statistics was assumed, and redyéedistributions used. The Q12 and V12
yielded a well consistency with the simulations at both k&mns. The QV and Q1V1
difference data however, turns out to be more troublesomnteer@éas there is a good consis-
tency at high resolution, the low resolution reduggdtests show significant discrepancy
yielding a “probability of rejecting”P = 0.999963 in case of QV map and® = 0.998 in
case of Q1V1 map. This result is also discussed in $ectl Baight of the anomalous

dipole component of the V band map.

We also performed a single-region, joint multi-region, afidmulti-masksanalyses on
the Q12 difference map, using a subset of 10 selewtalli-masksof the HP 2 pixeliza-
tion scheme. Since the low resolution analysis yields akgoanvergence (Fid—Al4 in
Sect[A-Z.P) a small number of 500 simulations were genéraitel half of them used for
covariance matrix calculation, and the other half was usegbrfobing distributions of the

x? values.

We found strong anomalies in the distribution of means (oictvijoint probability is
well extrapolated using Eq_A-4 outside the MC probed rarkgg. [A=3)). The variance
of the scrambled\ maps show that the rms amplitude of the differences is lonitethe

1.7uK at these scales which is consistent with the limits to thielvas$ systematical uncer-

tainties in Q1 and Q2 channels of the WMAP _(Hinshaw et al. 32)@t these scales. The

constraint includes not only the systematical uncertdnitut also possible differences due
to uncorrelated white noise used in our simulations, whigbrinciple in the regional statis-
tics do not average out in the same way as the pre-whitenquirikfnoise of the WMAP

data.

A difference A map of the variances can also serve as a rough estimate @viseof
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local systematical effects. Anomalies in the scrambled amepndeed found, with strongest
deviations concentrated in parts of regions adjacent tdGhkactic Center, with extreme
values< 3uK. However a close orientation of the regions to the Galacéot€r is more
likely a hint on the residual foregrounds contaminatione do slight differences in the
effective frequency of the Q1 and Q2 differential assensbkes well as in the beam profiles,
rather than a manifestation of a systematical effects. Dubi$ leakage the limits to the
aforementioned systematical effects at the levdl.Bf.K should be considered as an upper

limits.

A-4 Symmetries of the spherical harmonics

In chaptellb we argued that the zigzag shape, apparent ietbestructed angular CMB
power spectrum would necessarily induce a point symmetlggnatively anti-symmetries
in the sky due to the symmetries in realizations of Gaussiadom fields synthesized only
out of a single multipole. This feature is easily seen byanog that the synthesis of a

temperature field' (7 — 6, ¢ + 7) yields:

T(-h) = T(r—0,0+m)
= agoNooe D@+ PY(cos(m — 0)) + a1—1 N1_1"D@+™) P (cos(m — 9))
4+ a10N10el @+ PY(cos(m — 0)) + a1 N1 dM@T) Pl(cos(m — ) 4 - --

= (—1)@00N006i(0)(¢)P(())(COS(—Q)) + (—1)a1_1N1_1ei(_1)(¢)P1_1(cos(—@))
+ (—1)a10Nloei(0)(¢)P10(cos(—@)) + (—1)a11N116i(1)(¢)P11(cos(—@)) + ..

(—1)0a00N006i(0)(¢)P(())(COS(H)) + (—1)(—1)0a1_1N1_1ei(_1)(¢’)P1_1(cos(@))
(—1)1aloNloei(O)(¢)P1(](cos(9)) + (—1)(—1)2a11N116i(1)(¢)P11(cos(@)) 4+ ..
{ T(h) =T(0,¢) for £€{0,2,4,---}Aagi1m =0

~T(h)=-T(0,¢) for £€{1,3,5,---} Aay_1,m =0
(A-9)

where we introducedV,,,, = zﬁ;l Eﬁ;gg: to denote the normalization coefficients of the

spherical harmonics, and where tRg,, (cos §) denote the associated Legendre polynomi-
als.
Similarly, the plane symmetry is realized only if the onlynrganishingay,,, coefficients

are those for which thé—+ m is even.
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T(r—0,¢) = (=1)%agNooe' V¥ P (cos(8)) + (—1)°a1—1 N1/ DO P (cos(6))
+  (—=1)taioN1el @@ P(cos(0)) + (—1)2a11 N11e!M @) Pl (cos(0)) + - -

TO,p) = N (l+m+1)/2€Z, apy, =0
l+m

(A-10)
whereZ denote the set of integer numbers. However note that zetgjpgoefficients that

yield odd? + m removes power from both: even and odd multipoles.

A-5 Minkowski Functionals

Following the derivation df Schmalzing & Gor“__i_(_'LJ)98), ftemperature field = 7'(i1),
defined over the surface of the sphere, and for the field teatyrerthreshold, we calculate

the jth Minkowski functionalv;, as:

1
o) = 3= [ T (A1)

where

Io(f,v) = O(f —v)

Lifv) = Lo(f =)\ 12+ 13 (A-12)

_ 1 \2fefefe—Fy 00— fo e
I2(f7 V) - 27r5(f V) f;2¢+f;29
1

where©(f — v) is the Heaviside step function, aadlf — v) = -w(f — v) with

w0 =] 0, félv—~A,/20+A,/2), A1
1, felv—Au/2,v+A0,/2)

whereA,, defines the distance between the neighbouring thresholds.“; T denotes the

covariant derivative with respect to the spherical coatirad or ¢. For the sphere, these

1
sin @

derivatives yield.f., = foandfe = fg, where “,” denote the partial derivatives.

The derivatives in longitudinal direction are calculatddizing the iso-latitude, ring
pixels orientation of the Healpix pixelization scheme, letin the latitudinal direction the
closest matched pixel is used. In order to account for the effgcts from the KQ75 cut-
sky, we neglect the regions that are directly adjacent tskiyemask. This allows to utilize
as much of the map sky as possible - in contrast to the metlasesion the harmonic space

based derivative calculations.
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